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ABSTRACT
This paper introduces a CEED model for smart grid system and solves it by hybridizing the renowned optimization 

algorithms such as Particle Swarm Optimization (PSO) and Differential Evolution (DE). The hybridization of these 
two renowned algorithms is accomplished by using the solution updating process of both algorithms and combining 
them with random searching procedure.  The CEED model is subjected to minimize its cost so that adequate trade-off 
between the economic and emission costs can be maintained in minimizing them. The proposed hybrid algorithm is 
experimented on three different bus systems, and its performance is compared against individual PSO and DE and a 
recently framed hybridization of PSO and DE. The comparison results show the superiority of the proposed hybrid 
heuristic search algorithm in terms of solution quality and the computational efficiency. 

Keywords—CEED; PSO; DE; update; emission; economic; hybrid.

INTRODUCTION
The dynamic economic dispatch (DED) problem or simply the ED problem is one of the primary challenges to be 

addressed in the smart grid systems (Niknam, et al., 2012). By solving the ED problem, an optimal schedule for the 
generating units, which are subjected to various operational as well as network constraints, can be accomplished with 
minimized fuel cost. Generally, there are two stages involved in an ED problem. They are (1) unit commitment (UC), 
which attempts to determine the generating units that can handle the hourly demand, and (2) ED that estimates the 
output power of the generating units to meet the demand prior to its implementation (Makarov et al., 2009; Ruiz et 
al., 2009) . The UC problem has been worked out by many researchers (Wang et al., 2008; Ruiz et al., 2009; Bouffard 
& Galiana, 2008; Wang et al., 2011; Jiang et al., 2012)  using the standard solvers such as CPLEX. Yet, the last 
couple of years has made its part more significant in the literature. For instance, Changhyeok Lee et al. (2014) have 
introduced the acceleration techniques for solving the two-stage UC problem, Niknam et al. (Niknam et al., 2014) 
have introduced a self-adaptive bat algorithm, and Linfeng Yang et al. (2015) have worked on tight relaxation method. 
However, the UC problem has not considered the location-based marginal prices (LMPs) that are often taken care by 
solving the ED problem (Wang et al., 2010) . 

Significant constraints such as inter-temporal constraints have been considered in ED problem, and hence it has 
been successfully solved as a constrained optimization problem in the literature (Han et al., 2001; Huang & Huang, 
2003; Gaing, 2003). However, these methods face high computational overhead, slow convergence, and sticks with 
local best (Xia et al., 2013). Lagrangian relaxation approaches using perturbation have also been reported in the 
literature of recent era to rectify the problem (Xia et al., 2013). But the Langrage relaxation problems are not found 
suitable under realistic circumstances (Jadoun et al., 2015). Though dynamic programming has been found as the 
suitable alternative, it suffers from the problem of “curse of dimensionality” (Liang & Glover, 1992). Moreover, the 
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ED problem has not considered the environmental criteria (Yang et al., 1996; Selvakumar  & Thanushkodi, 2007; Park 
et al., 2005) that have been strictly insisted on by the clear air amendments of 1990 (Le et al., 1995). The ED problem 
becomes more complex, when the emission constraints are considered and solved in the name of DEED (dynamic 
economic and emission dispatch) or CEED (combined economic and emission dispatch) problems.         

However, wide emission of hazardous pollutants such as oxides of carbon, nitrogen, and sulphur has necessitated 
the ED problem, which is subjected to the emission constraints, to be solved. This implies that it not only minimizes 
the fuel cost, but also minimizes the resultant emission from power generation (Wang et al., 2008) . The economic 
and emission dispatch (EED) problem is addressed as a challenging research, since it considers both improvement in 
economy and the pollution reduction (Niknam, et al., 2012; Gholami et al., 2014). Yet, the practical constraints such 
as the prohibited operating zones, the ramp rate limits, and similar other constraints that are to be considered along 
with the generation as well as the emission constraints have increased the complexity of the EED problem (Jadoun et 
al., 2015).

This paper introduces a CEED model for smart grid and a hybrid optimization algorithm to solve the CEED model. 
The CEED model has considered economic and emission constraints in such a way that adequate trade-off can be 
maintained between these two constraints. The model also includes security and network constraints of the smart grid 
for safe and reliable operation of the power system. The proposed optimization algorithm is a hybrid version of PSO 
and DE. It considers both the updating characteristics of the PSO and DE to determine the updated solution. The rest of 
the paper is organized as follows. Section II reviews the literature and Section III explains the proposed CEED model 
for smart grid. Section IV details the procedure of the proposed optimization algorithm to solve the CEED model. 
Section V discusses the performance results of various optimization algorithms and Section VI concludes the paper.  

RELATED WORKS
Researchers have found that the meta-heuristic search algorithms can be assumed as the potential solution for 

such constrained optimization problem. The last five years has gained considerable attention towards the application 
of the meta-heuristic search algorithms for solving EED. Basu M has attempted to solve the EED problem as a multi-
objective optimization problem using the multi-objective differential evolution approach (Basu, 2011). Meantime, a 
Nondominated Sorting Genetic Algorithm II (NSGA - II) has also been introduced by King RTFA et al. (2011) and it 
has solved the economic and emission dispatch problem with prohibited operating zones. Hooshmand et al. (2012) 
have introduced a hybrid bacterial foraging – Nelder – Mead algorithm for solving the ED problem with both the 
emission as well as the reserve constraints. On the other hand, Hamedi (2013) has solved the CEED problem using a 
parallelized particle swarm optimization algorithm (PSPSO). Shayeghi H and Ghasemi A have modified the traditional 
artificial bee colony (ABC) algorithm by considering the chaos theory in it to solve the EED problem (Shayeghi & 
Ghasemi, 2014). In Jadoun et al. (2015), Vinay Kumar Jadoun et al. have introduced a modulated PSO (MPSO) for 
solving the EED problem, wherein the wide operational constraints have been considered. Few other meta-heuristic 
search algorithms that are contrast to the natural inspiration have also been reported in the literature for solving the 
EED problem. For instance, Bhattacharjee K et al. have used the chemical reaction algorithm (Bhattacharjee  et al., 
2014), whereas Benasla L et al. have used the spiral optimization algorithm (Benasla et al., 2014) and Jeddi  et al. 
(2014) have modified the harmony search algorithm in the year of 2014.  

The literature has highly contributed towards exploiting the meta-heuristic searching concepts for solving the 
CEED or DEED problems. However, very few research works have been reported for strengthening the EED problems 
and thereby, the emission mitigation can be focused well in the future. For instance, Siyu Lu et al. (2013) have worked 
on carbon capture and storage (CCS) technology to reformulate the traditional EED model by incorporating the 
operational characteristics of carbon capture plants. The resultant function has been solved to mitigate the carbon 
emission at the higher economical generation strategy. Similarly, Nnamdi  et al.  (Nwulu & Xia, 2015) have worked 
to introduce the incentive based demand response program in DEED and hence, they have proposed GTDR (Game 
Theory Based Demand Response)  – DEED model. Few other such contributions have also been reported (Liu  & Li,  
2015; Lamadrid et al., 2015) . 
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Though the EED models in Lu et al. (2013) and Nwulu & Xia (2015) have reconstructed the traditional models, 
they conflict with each other. The reason is that the erstwhile model deals with the emission constraint, while the 
later model considers the economic constraints. Moreover, there is no robust optimization algorithm that has been 
considered to solve such models. The current problem in the literature is to introduce an EED model, wherein the 
economic as well as the emission constraints are to be considered in a more effective way. Subsequently, a robust 
meta-heuristic search algorithm is required to solve the problem because the problem can be a large scale and it may 
sometimes lead to the problem of ‘curse of dimensionality’.

SMART GRID CEED MODEL
 Cost Model 
The cost model is the traditional economic load dispatch model in which diverse generator types are introduced 

to determine the economic way of meeting the power demand. Given such gN
 
generating units, the cost model ( )•1f

can be defined as

                                                                                 
(1)

where a is a set of cost coefficients, cN  is the number of cost coefficients, and gP refers to generating limits of the   
gth generating unit. Hence, gP  is subjected to meet the generation capacity constraint given in Eq. (2), where min

gP  
and max

gP are minimum and maximum generation capacities, respectively. Since the cost model is considered as the 
quadratic coefficient, cN  has become 3. 

                                           (2)

In addition to the generation capacity constraints, gP
 
should also meet the real power balance constraint, 

                                            (3)

where DP  and LP  refer to the power demand and transmission losses, respectively. The LP  can be determined 
using Eq. (4), in which B , B′ and B ′′  are loss coefficients. 

                                          (4)

Emission Model
The emission model refers to the quantity of greenhouse gas emissions occurring in certain period, when the 

generating units are under operation. Here, the emission model ( )•2f  can be represented as 

                                          (5)

where α is a set of emission coefficients and EN  is the number of emission coefficients. Similar to the cost model, 
the emission model is a quadratic equation and hence EN  has become 3.

 CEED Model
The general CEED model attempts to minimize the sum of the cost and emission models that are subjected to meet 

the constraints given in Eq. (2-4). Hence, it can be solved as a constrained minimization problem. This paper transforms 
it as an unconstrained minimization problem ( )•uF in which the constraints are included in the minimization model 
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with respective penalty factors as given in Eq. (6).   

                                                        (6)

where bP  is the real power balance constraint used in the LHS of the Eq. (3). The first two terms of the CEED 
model refer to the cost model and the emission model, respectively, whereas the third and fourth terms refer 
to the network and security constraints, respectively. Based on the CEED model, the objective function can be 
formulated as 

                                            (7)

where *
gP

 
is the optimal power to be generated by the generating units under minimized cost, emission, and 

transmission losses.

 BHYBRID PSO – DE FOR CEED MODEL
Background 
A general Meta–heuristic search algorithm uses the following basic steps to solve a minimization or maximization 

function. 

Initialization:1)  Randomly the solutions are generated and subjected to constraints, if any.

Evaluation:2)  The solutions are evaluated using the objective function to understand the quality of the solutions.

Solution Update:3)  Each heuristic search algorithm has its own operators to update the existing solutions, improving 
the quality.

Termination:4)  When the termination criteria are met by the process, the highest quality solution is returned as the 
optimum solution. Otherwise, the process is iterated from Step 2 using the updated solutions. The termination criteria 
can be either maximum number of iterations or evaluations or saturation of solution quality or accomplishment of 
expected solution quality or combination of any of the above criteria.

In the hybrid PSO – DE, the solution updates took place using either PSO update or DE update or random update 
based on the progress in the quality of the solutions that are accomplished till the current iteration. 

Solving CEED Model using Hybrid PSO - DE 

Consider a pool of solutions, which are the power to be generated by each generation unit, S in which a pth solution 

can be referred to as , where sN  is the number of solutions in the solution pool. 

The initial solution set S is arbitrarily generated in such a way that  to meet the constraints given 

in Eq. (2-4). An operator selection mask mask
pO with randomly generated binary elements is generated. Each pth binary 

element refers to the operator to be applied on the pth solution and so s
mask NO = , where x  refers to the cardinality 

of a set x . Though the initial maskO  is a binary set, it gets integer values over the increasing number of iterations. The 

initial solution pool is evaluated using Eq. (6)  and so each solution gets its evaluation score, which can be represented 

as . A set of local best solutions, termed as localS ,  is set as pS  at the initial iteration, whereas globalS  is set as 

the :qS [ ]sNq ,1∈ , which has good evaluation score, i.e., . The current iteration I  is set as 1 

and it is incremented by one after every solution updates. The number of solution evaluations is also memorized for 
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terminating the process. Every pth solution is updated using the proposed hybrid operator given in Eq. (8)  to obtain a 

new solution pŜ .

                                                                  

(8)

where ,  and  are the selection operators for PSO, DE, and random updating process, respectively. 
Similarly, ,  and  are the updating models of PSO, DE, and randomization, respectively. These three 
models can be commonly referred to as 

                                                             
(9)

This common updating model  takes the actual updating process of either PSO or DE or randomization as 
given in Eq. (9), respectively. The selection operators  in Eq. (8) enable any of the updating process to determine 
the updated solution. It is a step function operated within specific limits for every updating process as given in Eq. 
(10-12). 

                                                                        
(10)

                                                                    
(11)

                                                                             
(12)

The step limits  and  lie in a common plane and exhibit the relationship . 

The traditional PSO update process is exploited here as given in Eq. (13). However, the acceleration constant 1c
of the traditional PSO is set here as an acceleration variable that varies with respect to the current iteration status as 
given in Eq. (15). 

                                                                                        (13)

                                         (14)

                                                                                                
(15)

where cW  is the weight of the constant, set here as 0.1, 2c  is the second acceleration constant and maxI  is the 

maximum number of iterations, which can be 
sN

EI max
max = . Here, maxE  is the maximum number of evaluations to be 
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done.  it shows that, in an iteration, sN  number of solutions are to be evaluated and hence maxI iterations lead to sN
times maxI  number of evaluations.  

The DE updating process can be defined as

                                                                
(16)

                                                        
(17)

                                                                           
(18)

where ( )minmax , ww  refers to the differential weight, and xS , yS
 
and zS  are three different solutions randomly 

selected from the population pool, i.e., [ ]sNzyxp ,1,,, ∈ . In Eq. (16), RDE  refers to the rate of DE recombination and 

3r is arbitrary integer generated within the interval [0,1]. 

In addition to the PSO and DE updating strategies, we use a random searching strategy, which can be defined as 

                                                         
(19)

                                                                    (20)

In Eq. (19), RANDR  is the rate of random recombination and 4r  and 5r  are arbitrary integers generated within the 
interval [0,1]. 

Once the pth solution gets updated, the mask
pO

 
is incremented by tolerance step  (here, it is set as 0.1) if the updated 

solution does not show any improvement. The mask
pO can be reset to zero, when either of the conditions given in Eq. 

(21, 22) is met. 

                                                                                         (21)

                                                                                               (22)

This iterative process is terminated when a maximum number of evaluations have been reached and the qualified 
solution is returned as the optimal generation strategy to minimize the CEED cost. 

RESULTS AND DISCUSSION
Experimental Setup
The proposed CEED model and the hybrid PSO – DE have been developed in MATLAB and the experimental 

investigations have been carried out on three test systems. The first and second test systems have three and six different 
types of generators, respectively. 
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Table I. Technical Specifications of the generators used in the three-generator-bus system.

Generation
units

Generation Capacity Cost Coefficients Emission Coefficients

Pmin Pmax a0 a1 a2 α0 α1 α2

1 10      85 0.008   7       200      0.01531    1.3751     18.60            

2 10      80 0.009   6.3     180      0.01381    0.7511     23.82            

3 10      70 0.007   6.8     140      0.1020     1.2021     20.62            

Table II. Technical Specifications of the generators used in the six-generator-bus system.

Generating 
units

Generation Capacity Cost Coefficients Emission Coefficients

Pmin Pmax a0 a1 a2 α0 α1 α2

1 100     500 0.007 7       240   0.01531    1.3751     18.60

2 50      200 0.0095  10      200   0.01381    0.7511     23.82

3 80 300 0.009 8.5     220  0.1020     1.2021     20.62

4 50 150 0.009   11      200   0.1066     0.7053     11.90   

5 50 200 0.008   10.5    220   0.01543    1.7657     24.35   

6 50      120 0.0075  12      120   0.1810     1.4682     27.59   

Table III. Technical Specifications of the generators used in the benchmark ieee 30-bus system.

Generation 
units

Generation Capacity Cost Coefficients Emission Coefficients

Pmin Pmax a0 a1 a2 α0 α1 α2

1 50 200 0.00375 2.00 0 0.0126 -1.1000 22.983

2 20 80 0.01750 1.75 0 0.0200 -0.1000 25.313

3 15 50 0.06250 1.00 0 0.0270 -0.0100 25.505

4 10 35 0.00834 3.25 0 0.0291 -0.0050 24.900

5 10 30 0.02500 3.00 0 0.0290 -0.0040 24.700

6 12 40 0.02500 3.00 0 0.0271 -0.0055 25.300

The third system is the benchmark IEEE 30 bus system with six generating units. Each generating unit has varying 
generation capacities and incurs varying cost to generated one MW of power and different emission characteristics. 
Tables I, II, and III detail the specifications of the generators of three-bus system, six-bus system, and IEEE 30 -us 
system, respectively. In order to demonstrate the performance of the hybrid PSO – DE, we have also simulated 
the individual PSO and DE for comparative study. Moreover, we have developed an existing hybrid PSO – DE to 
demonstrate the superiority of our hybridization process. The existing hybrid PSO – DE method has been reported in 
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Sahu1 et al. (2014), where the interconnected power system has been controlled. The user-defined parameters in PSO 
and hybrid PSO – DE such as maxw , maxw , 1c  and 2c  have been set as 0.9, 0.4, 2.05, and 2.05, respectively. Similarly, the 
user-defined parameters in DE such as RDE and Dw  have been set as 0.4 and 0.6, respectively. In addition, the proposed 
hybrid PSO – DE takes few constants such as PSOL , LDEand RANDL , which are always 1, 2, and 3, respectively, and 

RANDR  is equal to RDE. The maximum number of evaluations has been set to 10000 for all the algorithms. To ensure 
fair results, the CEED model for every test system is attempted to optimize 100 times by every optimization algorithm. 
The best, worst, mean, median, and standard deviation of the accomplished CEED function values are observed and 
investigated. Based on these values, the optimization algorithms are ranked and the final rank is determined based on 
the average of all the ranks.  

CEED Minimization
The performance of the optimization algorithms on minimizing the CEED cost can be observed from Tables IV, V, 

and VI, where the algorithms are ranked based on the accomplished costs for their generation strategy. For the three-
generator bus system (test case 1), the proposed hybrid algorithm has gained first rank as it has produced the least cost 
through its generation schedule, whereas the conventional hybrid algorithm, DE, and PSO have secured second, third, 
and fourth ranks, respectively. A similar kind of performance has been achieved under the investigation of median 
and worst cost accomplishment. However, the proposed algorithm could gain only third rank in achieving the best 
cost throughout the 100 iterations. Yet, the average rank has led the algorithm to hold the first position among all the 
optimization algorithms. The progress of accomplishing such minimum CEED cost by every optimization algorithm 
can be visualized with the help of the convergence graph presented in Fig. 1. The graph illustrates the improvement 
of the algorithm over the solution updates, i.e., number of evaluations, which is incremented in the algorithm when an 
updated solution is evaluated. According to Fig. 1 (a), PSO has shown saturated performance for around 8000 numbers 
of evaluations followed by a rapid performance improvement at the final end. Despite the improvement is appreciable, 
it remains unreliable. In contrast, the rest of the algorithms have shown gradual improvement and have reached 
saturation at the final set of evaluations. More specifically, the proposed hybrid optimization algorithm has initiated 
the progress among the other algorithms. A similar kind of characteristics can be found in Fig. 1 (b) and (c). Although 
few saturation instants have been reached in the performance of the proposed algorithm, further improvement has also 
been achieved even after the saturation level. 

Table IV. Statistical results on the Minimized CEED Cost used in the three-generator-bus system.

Statistical metrics PSO DE Hybrid PSO – DE (Sahu1 
et al., 2014) 

Proposed Hybrid PSO - 
DE

Best Cost (in $) 2178.2482 (4)               2158.7172 (1) 2158.7172 (1) 2158.9799 (3)       

Worst Cost (in $) 2286.1008 (4) 2169.3665 (3) 2159.4645 (2) 2159.3732 (1)

Mean Cost (in $) 2246.4587 (4) 2162.7484 (3) 2158.4785 (2) 2158.2144 (1)

Median Cost (in $) 2223.9555 (4) 2161.752 (3) 2158.8892 (2)             2158.7402 (1)

Cost Deviation (in $) 50.8364 (4) 7.3914 (3) 0.3468 (2) 0.2465 (1)

Average Rank 4 2.6 1.8 1.4

Final Rank 4 3 2 1
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Table V. Statistical results onthe Minimized CEED Cost used in the Six-generator-bus system.

Statistical metrics PSO DE Existing Hybrid PSO – DE 
(Sahu1 et al., 2014) Proposed Hybrid PSO - DE

Best Cost (in $) 13471.6852 (4) 13083.6545 (3) 13077.8774 (2) 13080.3136 (1)

Worst Cost (in $) 13596.4705 (4) 13325.4328 (3) 13084.7348 (2)  13081.9735 (1)               

Mean Cost (in $) 13495.6488 (4) 13250.4785 (3) 13081.6512 (2) 13080.6789 (1)

Median Cost (in $) 13491.9906 (4)  13270.469 (3) 13082.2348 (2)  13080.6669 (1)               

Cost Deviation (in $) 102.5647 (3) 121.4547 (4) 3.4577 (2) 1.2214 (1)

Average Rank 3.8 2.6 2 1

Final Rank 4 3 2 1

Table VI. Statistical results on the Minimized CEED Cost used in the IEEE 30-Bus System.

Statistical metrics PSO DE Existing Hybrid PSO – DE 
(Sahu1 et al., 2014) Proposed Hybrid PSO - DE

Best Cost (in $) 1144.67 (3) 1144.76 (4) 1138.00 (2) 1136.12 (1)

Worst Cost (in $) 1197.23 (4) 1147.33 (3) 1139.86 (2) 1137.59 (1)

Mean Cost (in $) 1158.41 (4) 1145.51 (3) 1138.57 (2) 1136.85 (1)

Median Cost (in $) 1167.59 (4) 1145.41 (3) 1138.5435 (2) 1136.99 (1)

Cost Deviation 17.15 (4) 2.14 (3) 0.78 (2) 0.72 (1)

Average Rank 3.8 2.6 2 1

Final Rank 4 3 2 1

(a) (b)

(c)
Fig. 1. Convergence graphs of various optimization algorithms on minimizing CEED cost of (a) three-generator-bus 

system, (b) six-generator-bus system and (c) IEEE 30-bus system.
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Table VII. Statistical results on the Minimized CEED Cost used in the IEEE 30-Bus System.

Test Cases PSO DE Existing Hybrid PSO – DE (Sahu1 et al., 2014) Proposed Hybrid PSO - DE

1 .5744 1.8591 1.9706 0.8054

2 1.3702 1.5347 1.6527 0.77015

3 1.2658 1.6181 1.5915 0.81639

This nature of the algorithm has revealed the reliability in minimizing the CEED cost; even it had a probability 
to stick with local minima. The cost deviation in Tables IV, V, and VI has also shown that the proposed algorithm has 
exhibited minimum deviation from its average minimized cost. Hence, the performance of the proposed algorithm can 
be ascertained for performance consistency.

Generation Strategy 

The proposed algorithm has strategized well to minimize the CEED model, as per the statistical metrics. In order 
to substantiate further and to understanding the strategizing behavior of the proposed optimization algorithm, the 
recommended generation quantities of each generating unit by all the optimization algorithms are given in fig. 2. 
In fig. 2 (a), the generating units 1 and 3 are recommended to utilize moderately, whereas maximum utilization has 
to be done on the generating unit 2. As a result, the CEED cost has become $2158, which is lesser than PSO and 
DE and closer to the conventional hybrid model. According to fig. 2 (b), generating unit 1 has been recommended 
to exploit relatively higher than the recommendations of the other algorithms. The other generating units are 
recommended to use moderately or closer to the recommendations of the other algorithms. Such generation strategy 
has significantly reduced the CEED cost to $13080, whereas the conventional hybrid optimization, PSO, and DE 
have accomplished only $13216, $13083, and $13596, respectively. Such contrasting generation strategy has been 
applied by the proposed optimization algorithm for IEEE 30-bus system to attain relatively lesser CEED cost than 
the other algorithms.  

Computational Efficiency

The computational efficiency of all the optimization algorithms on handling the CEED model has been observed 
using the computing time required to reach its minimum CEED cost. The details are given in Table VII, where the 
average computational time has been given.
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(a) (b)

(c)

Fig. 2. Generation strategies recommended by various optimization algorithms (a) three-generator-bus system, 
(b) six-generator-bus system, and (c) IEEE 30-bus system.

While the proposed optimization algorithm has achieved significant performance in minimizing the CEED model 
through its unique generation model, it has also exhibited its computational efficiency. According to Table VII, 
the proposed optimization algorithm has consumed just 50% of the computational time of the conventional hybrid 
optimization algorithm, PSO, and DE. This shows that the proposed optimization algorithm is able to handle even 
complex generation strategies for smart grid environment.

CONCLUSION
This paper hybridized the optimization process of PSO and DE to solve the CEED model for smart grid system. 

The hybridization has been done by combining the update process of DE, PSO, and random searching process. The 
CEED model has considered economic and emission constraints along with security and transmission constraints. 
The experimentation was carried out on a three-generator-bus system and two six-generator-bus systems. One of 
the six-generator-bus systems was the benchmark IEEE 30-bus system. The results have revealed that the proposed 
heuristic search algorithm is better than the conventional algorithms. The conclusion about the superiority of the 
proposed hybrid optimization algorithm has been ensured by the statistical analysis on the minimized CEED cost. The 
computational efficiency of the proposed hybrid algorithm has also proved better than the conventional algorithms. 
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