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ABSTRACT

This paper presents an efficient methodology for forecasting annual peak demands in electrical 
power systems. The proposed approach is developed as an accurate alternative forecasting method 
to other existing methods. The method is based on cuckoo search algorithm. It is used to minimize 
the error associated with the estimated model parameters in order for the forecasted demands to 
follow the real load data. Real data from Kuwaiti and Egyptian networks are used to perform 
this study. Three long-term forecasting models have been used in this research work to measure 
the robustness of the developed estimation tool. Durbin-Watson statistical test is conducted to 
validate selected models’ adequacy, and model transformation is applied as a remedial measure 
to ill-conditioned time series data when needed. Forecasting outcomes are reported and compared 
to those obtained using other forecasting techniques. The performance of the proposed method is 
examined and evaluated. Results reveal that cuckoo search algorithm has is a promising potential 
as a viable tool for parameter estimation.

Keywords: estimation; heuristic optimization; long-term forecasting.; power system planning; 
peak load demand.

INTRODUCTION

Electric load forecasting is a crucial task that has to be done on regular basis by many participants 
of the electrical power industry as it serves in unit scheduling, system security, market operation, and 
planning of system reserve. Prior to deregulating different sectors of this industry, load forecasting was 
an exclusive task assigned to a single entity, i.e.that is, vertically integrated power utility. However, it 
is no longer the case as different market players (buyers and sellers at generation, transmission, and 
distribution levels) are incorporating load forecasting information into their trade decisions. Load 
forecasting can be classified in terms of time duration as short-term (ranging from few minutes to 
few days), medium-term (ranging from several months to one year), and long-term (ranging from one 
year to ten years). Each type of load forecasting serves different purposes. For example, long-term 
load forecasting outcomes target expansion planning, inter-tie tariff setting, and long-term capital 
investment return problems, while short-term load forecast results are applied in unit commitment, 
maintenance, and economic dispatch problems. Power system planning and operations highly depend 
on the expected load profile. However, there is always indecisive nature of forecasting process as 
there are large numbers of considerable factors such as weather, time, and seasonal events, ..etc that 
characterize and directly or indirectly affect the underlying forecasting process; most of them are 
uncertain and uncontrollable.
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Forecasting techniques can be generally classified into two main categories: traditional and 
artificial intelligence based methods. The first category includes regression, statistical, and time 
series methods, while the second one includes fuzzy based techniques, artificial neural network 
(ANN), genetic algorithm (GA), particle swarm optimization (PSO), support vector machine (SVM), 
differential evolution (DE), and expert system. Traditional estimation methods have been proposed 
and applied to long-term load forecasting to identify model characteristics, including static and 
dynamic state estimation methods (AlFares and Nazeeruddin 2002; IEEE Power System Engineering 
Committee 1980; Jabr 2006; Willis and Northcote-Green 1984). Least squares method has been the 
most favorable technique for many years. However, this popular method has some drawbacks and 
disadvantages. For instance, when outliers exist in collected data, the estimated parameters may be 
imprecise. To overcome this problem, a larger set of data collection is needed. A method that has 
the advantage of being able to detect bad data is presented in reference (Temraz et al., 1998). A 
dDifferent class of parameter estimators is dynamic filters where data points are used recursively to 
update the estimates. Such filtering techniques are suitable for control system applications (Cassola 
and Burlando 2012). 

New biologically and naturally inspired algorithms such as ANN and SVM have been used 
successfully in this area (Kandil et al., 2006; Kermanshahi and Iwamiya 2002; Nie et al., 2012; Wang 
et al., 2012). Other techniques based on expert systems have been applied to load forecasting problem 
in recent years (Rahman and Hazim 1996). Both ANN and SVM have a drawback of how to configure 
the network properly (Nie, Liu, Liu, & Wang 2012; Wang, Li, Niu, & Tan 2012). Naturally inspired 
algorithms such as GA have been applied to the load forecasting problem (Karabulut et al., 2008). 
Hybrid techniques that combine more than one method, whether traditional or emergingtechniques 
, such as fuzzy rules, ANN, GA, and SVM, were also proposed in many references to enhance 
capabilities of such hybrid tools (Li et al., 2013; Wu 2010). Recently, (Cetinkaya, N. (2013) applied 
artificial neural-fuzzy inference system to forecast long-term energy consumption and peak load 
to Turkey network. The presented results were compared with those obtained using the classic 
artificial neural network method. Takiyar proposed hybrid load forecasting tool based on artificial 
neural network and PSO for tackling the long-term load forecasting problem. In the aforementioned 
reference, effects of utilizing renewable energy resources were considered (Takiyar, S. 2015). Khuntia 
et al. presented a review study for load forecasting techniques developed recently for the mid- and 
long-term horizons of electrical power systems, and discussions on future research directions in such 
field were presented (Khuntia, S. R., et -al.). Performance of these techniques highly depends on the 
algorithm’s parameters, and, in some cases, proper tuning of these parameters may be a tedious task 
due to various parameters involved.

In this paper, a cuckoo search algorithm (CSA) based technique is developed for solving the long-
term load forecasting problem. CSA is a recently developed general purpose optimization technique 
that deals with problems in which a best solution is sought without using derivative information nor 
doing complex mathematical operations. CSA based approach is utilized to find different forecasting 
model parameters. Real networks data are used to evaluate the developed algorithm. Results are 
compared with those of other competing forecasting methods. 
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MATHEMATICAL FORMULATION
The fForecasting process is a prediction technique that estimates future points based on 

historical data. Such data is gathered chronologically in time and, accordingly, referred to as 
time series,; while the corresponding forecasting process that is based on such past data is known 
as time series method. Regression analysis is commonly used to quantify the forecast relation 
between time as the dependent variable and the time series dependent variable and often called 
time series regression (Farnum and Stanton, 1989). The time series regression as a forecasting 
process utilizes the statistical properties of the data to build an appropriate stochastic model that 
relates the dependent and the independent variables and to estimate the model parameters usually 
via minimizing the least error squared. In this paper, the objective function is the sum of squared 
errors (SSE), and CSA is employed to minimize the nonlinear SSE according to.

                                                                                            (1) 

where  is an m error vector,  is an overdeterminant  matrix of independent chronicle 
values,  vector of the time series variables, and  vector of the model unknown 
parameters. 

Long-term p eak demand forecasting

Electric peak load demand forecast depends on many factors like type of load itself, weather 
condition, as well asand economic and social activities. A robust long-term load forecasting model 
that utilizes time series regression is needed to represent energy consumption and peak demand 
that would meet the requirements imposed by utilities and consequently to predict future demand 
accurately. 

Time series data may be relatively stationary when the mean response value is independent of 
time or it may exhibit a trend pattern over time. Daniels' tTest is a powerful nonparametric test that is 
utilized to detect the trend in time series data (Daniels 1950). Generally, trends in load data are mainly 
classified into two categories: linear and curvilinear trends. The former exhibits a steady change in 
the forecasted response as the time passes,; while the amount of change in the latter trend varies with 
time. The time series regression that models a linear trend is formulated as shown in . Polynomial, 
exponential growth and S-shaped patterns are examples of the curvilinear type of trends, and their 
corresponding regression time series models are, respectively, expressed in equations and.

                                                                                                                                                            (2)

                                                                                                                                                          (3)

                                                                                                                                                         (4)

      where  is the peak load demand as the time series dependent variable at time  
are the model coefficients to be estimated by CSA; k is the model order; and  is the associated 
error at time t. Furthermore,  represents the country's gross domestic product (GDP), population 
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(Pop), GDP per capita (GDP/Cap), and electricity utilization by population (EP). Although, there 
is no unique formulation for the regression intercept coefficient  since it is country as well as 
residents' behaviour dependant, it can be expressed as follows:

                                                                                                            (5)

Underlying trend in the peak load time series is essential in selecting an appropriate model that 
would fit the exhibited pattern and increase the likelihood of obtaining better forecast. To apply 
the time series regression as a long-term peak load forecasting procedure, the collected time series 
peak load data is divided into two sets. The first one is used to regress the peak load against time 
and consequently estimate the model parameters. The second set is used to validate the prediction 
strength of the selected model by evaluating the projected loads for the remaining time periods and 
comparing them with the actual data points. 

A discrete set of equations can be obtained using peak power demand (  ) at each year t 
via model equations. For m years, there will be m equations with  unknowns, and an 
overdetermined system  is created. 

In this paper, the model given by equation is used. Therefore, a discrete system of equations can 
be written in a matrix notation as:

                                                                                                        (6)

Having n as the number of years and m as the number of independent variables to be estimated,; 
that is, m = 2 for linear model and m = 3 for quadratic model and m=3 for cubic model,; Pt is defined 
as (n  1) column, β as (m  1) column, and  is the time series (n  m) matrix that relates Pt to β.

Linear, quadratic, and cubic models are investigated in the an endeavor of to estimating estimate 
the unknown vector β that would minimize the error vector  of the associated model. Once the 
problem parameters are estimated, the prediction process is implemented and the future loads can 
be obtained. Hence, validating the selected model is a crucial procedure in adopting the model to 
rely on in forecasting the response in future time periods. 

Model adequacy

When fitting a regression model, the residuals are assumed to be normally and independently 
distributed with zero mean and constant variance, that is,  Any violation of such 
assumption would seriously degrade the adequacy of the constructed model. Since the annual 
peak load demand records in power systems are of time series type of data, the assumption of 
independent errors is often violated and the residuals are said to be autocorrelated. A fitted model 
with autocorrelated errors will likely have over- or underestimated standard errors in addition 
to inflated t-statistics and coefficient of determination R2. Such violation will also increase the 
probability of Type I or II depending on the autocorrelation type. Such symptoms lead to unreliable 
hypothesis testing. Thus, Durbin-Watson (DW) statistical test (Durbin and Watson 1950; Durbin 
and Watson 1971; Durbin and Wheeler 1951) is utilized in detecting the presence of autocorrelation, 
that is, testing the lack of independence among the fitted model residuals. The DW test hypotheses 
and test statistic are formulated as expressed in (7) and (8), respectively.



M. F. AlHajri, M. R. AlRashidi and K. M. EL-Naggar 120M. F. AlHajri, M. R. AlRashidi and K. M. EL-Naggar5

                                                               
                                                                                                                                                  (7)

   

 

                                                                               (8)

where  and  are the DW statistical test null and alternative hypotheses, the 
autocorrelation parameter, and the fitted model residuals, respectively. For a specific sample size, 
number of regressors, and type I error rate α, DW test statistic has a tabulated lower and upper 
values, ( dL and dU ), and the corresponding decision to be drawn depends on whether the test 
statistic value d is lower than dL, higher than dU, or lies in between. Smaller values of d than 
dL implies that the null hypothesis should be rejected in favor of the alternative hypothesis, and 
the fitted model errors are autocorrelated. Higher d values than dU lead to conclude  
i.e.that is, no evidence of autocorrelation in the forecasting model residuals. On the other hand, the 
test is inconclusive if the d value lies between dL and dU . 

 Eliminating the autocorrelated residuals problem from the fitted model can be achieved 
by using Cochrane-Orcutt (Cochrane and Orcutt 1949; Montgomery et al. 2008) remedial measure, 
which is based on employing transformed variables via an estimator r defined in (9). 

 

                                                                                                                             (9) 

By obtaining r initially from fitting the ill-conditioned autocorrelated original model, the 
response as well asand the k predictors are, respectively, transformed to  

 and, accordingly, the transformed model can be reformulated as 
expressed in (10) and (11).

                   (10)

              
                         (11)

After fitting the transformed model, the DW statistic test is employed again for testing 
autocorrelation. The process is concluded if  , and, consequently, the fitted model is 
transformed back to its original variables. However, if the autocorrelation between the fitted model 
errors persists, Cochrane-Orcutt corrective action is repeated with an updated r form from the 
most recent fitted model errors until the DW statistic test d rejects the alternative hypothesis H1 
expressed in (7).
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CUCKOO SEARCH ALGORITHM

Cuckoo search algorithm (CSA) method is a relatively new nature-inspired heuristic global 
search algorithm that was introduced by Yang and Deb in 2009 to solve a wide spectrum of 
optimization problems. This class of optimization algorithms is getting added attention in recent 
years mainly due to their high efficiency in searching the solution hyperspace using high level 
yet simple strategies. Scientists and researchers are using collective intelligent behaviors of some 
primitive species to develop smart and effective algorithms that can overcome many of the existing 
algorithms’ shortcomings. 

CSA is a population-based gradient-free search procedure that is inspired by cuckoo birds' 
aggressive parasitic breeding behavior while laying their own eggs combined with an efficient 
flight strategy. Cuckoo bird species use other bird nests to lay their own eggs and might even 
mimic the host egg outer shell to increase the probability of being undiscovered. When hatched, 
the new hatchlings take advantage of the food provided obliviously by the foster host birds, and 
sometimes the cuckoo deliberately remove some of the host bird eggs to increase their baby’s food 
share. Such parasitic behavior has its own risk the cuckoo birds are willing to take. That is, the 
host bird might discover the alien egg and consequently either remove them or abandon the nest 
to build a new one.

CSA implements the following three rules towards finding the optimal solution: cCuckoo birds 
lay their eggs in randomly chosen nests; the best nest that carries the best solution is the one 
to be carried over to the next iteration; and alien eggs will be discovered by host bird with a 
probability  CSA, as a meta-heuristic algorithm, starts with initial random estimate 
and searches for the global optimum solution using exploration and exploitation strategies. The 
eExploration component of CSA explores the search space globally using large jumps to avoid 
possible stagnation and thus diversifies the solution search space,; while the exploitation process 
exploits worthy positive feedback information sent from a feasible solution to locally search the 
respective space intensively.

It was shown in the literature that the movement of animals when searching their landscape 
generates Levy flights pattern. In CSA endeavor towards carrying out the global search, the 
algorithm, while mimicking cuckoo's breeding behavior, utilizes Levy flights in generating new 
point estimate during the solution process. Such combination is effectively utilized in solving 
constrained nonlinear, mix-integer, nonconvex, and even non-differentiable optimization problems. 
Levy flights are a modified class of random walks,; in which its step length is not constant but 
rather are is randomly drawn from Levy distribution. Allowing the search step length to be drawn 
from such heavy-tailed probability distribution enables the step length to have large jumps and 
therefore explore the search space efficiently. Compared to other heuristic optimization methods, 
CSA is easy to implement and has fewer parameters that are needed to be specified and adjusted. 
They are, namely, the total nests number and the probability Pa. Moreover, it was shown by Yang 
et al. (Yang et al., 2013; Yang and Deb 2009) that the probability parameter has a moderate effect 
on the CSA rate of convergence.
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CSA formulation 

The Levy search length along with an appropriate step size scalar constitutes the next 
approximated solution point that would be utilized in starting a new CSA iteration. The next new 
generated solution for m dimension optimization problem is expressed as 

   
                                                                              (12)

where  and randn (m) are, respectively, the iteration index, the 
new and the old feasible solution vector, the step size, the search step length performed via Levy flights, 
difference factor vector, and a random vector of m numbers drawn from standard normal distribution 
with a zero mean and unity standard deviation, N (0,1). The step size α can be represented as a constant 
positive random number. It determines how far the random walker will travel for a specific number 
of iterations. If is too small, the search will be intensified and the change will be too small to be 
significant. On the other hand, if it is too large, the next solution point will be either too far from the old 
one or might even step out of the problem boundaries;, i.e.that is, this will increase the diversification 
and reduce the intensification process greatly. It might be a fixed step, i.e.that is,  or a 
varying number. (Yang, X.-S. & and Deb, S. (2009) suggested that α=1 for most cases; (Walton et al. 
(2011) propose that α=0.1 for small scale problems; and (Yang, X.-S. (2013) proposed that, the (α/L) 
ratio of the step size to the optimization problem scale, can be bounded between 0.01 to and 0.001 for 
most applications. The step size could be also represented as a function that decreases with increasing 
the number of CSA iterations (Valian et al., 2011; Walton et al., 2011). 

The difference factor  is the difference between the best global solution so far and the up-
to-date solution point. The Levy step length  is generated randomly according to Mantegna's 
algorithm (Mantegna 1994) as follows:

                          (13)

where  is a stochastic variable drawn from a normal distribution given as  . The 
corresponding variance  is calculated according to

                                                            (14)

where  denotes the gamma function, β is the Levy flight control parameter or scale factor 
and is bounded as  (Kaveh, A., Bakhshpoori, T. 2013). This factor is utilized to estimate 
the step length in Mantegna’s algorithm. Yan and Deb advised using β=1.5 in their CSA original 
standard implementation (Yang, X.-S. & Deb, S. 2010) .

On the other hand, the stochastic number v is drawn from a standard normal distribution, 
i.e.that is, . As an illustration, for an m-dimension optimization problem, that is, Rm, the 
Levy step length for the ith element is mathematically expressed as:

                                                                                                               (15)
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 RESULTS AND ANALYSIS

In this paper, the CSA technique was utilized as a long-term forecasting tool so as to predict 
the demand peak load of two middle eastern countries, i.e.that is, Egypt and Kuwait. Each national 
network data was divided into two sets;, the first one was employed in performing the time series 
regression by means of CSA, PSO, and least squares (LS) methods and consequently formulating 
the long-term forecasting regression model, and, afterwards, the second set was used to validate 
the prediction model. The comparison between all the forecasting models were was performed via 
the percentage average absolute error (AAE) that is mathematically expressed as follows:

 

                                           
                        (16)

The CSA method was implemented using Matlab® R2012a, and the cuckoo bird in the proposed 
heuristic method was assumed to randomly lay one egg at a time in a chosen nest. The CSA number 
of nests is 25, and a probability of 25% was assigned for the host bird to discover the alien egg. The 
CSA iterative solution method was assigned a 0.01 step size so as to restrict the Levy jumps from 
leaving the problem search space.

Egyptian power network

The Egyptian demand peak load data was collected over 30 years covering the period from 1977 to 
2006 (Ministry Of Electricity & Energy - Egyptian Electricity Authority 2006). The data was divided 
into regression and prediction sets; the former set  , while the latter  . 
The Daniels' test for stationarity revealed that the null hypothesis  is to be rejected, and therefore 
there is a trend in the peak load time series data. Accordingly, linear, quadratic, and cubic polynomial 
regression models were fitted using the proposed CSA method and compared against PSO and LS 
methods. The DW test was utilized in examining the fitted models’ residuals against autocorrelation. 
The DW test revealed that all the fitted models were ill-conditioned and autocorrelation exists among 
the residuals. Therefore, the Cochrane-Orcutt remedial measure was applied, and all variables were 
transformed accordingly. Next, forecasting regression models were fitted to the obtained transformed 
dependent and predictor variables. Table 1 shows the improvement in the standard error of the peak 
demand estimate after applying the remedial measure.

Table 1. Comparison of the standard error of the response of all formulations.

 Standard Error of Peak Demand (MW)

Original Model Transformed Model

Linear Model 382.769 221.546

Quadratic Model 349.894 211.189

Cubic Model 225.253 155.851
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The estimated parameters of the Egyptian system forecasting models obtained by CSA, SA, 
GA, PSO, and LS methods are shown in Table 2. Figures 1 3 shows the Egyptian linear, quadratic, 
and cubic forecasting models, respectively, for CSA, SA, GA, PSO, and LS methods; while Figure 
4 shows the proposed CSA three forecasting models. The resultant residuals of the CSA models 
showed a constant variance pattern. All the models’ obtained residuals were tested for normality 
using Anderling-Darling (AD) test, and with 5% significance level, the results showed strong 
evidence upon the null hypothesis of the residuals being from normal population that should not 
be rejected. The AD p-values for the CSA linear, quadratic, and cubic models were respectively 
0.106, 0.172, and 0.368.

Comparing the CSA results with those of the other heuristic and deterministic technique', all the 
CSA forecasting models had the least %AAE for both the full and the projected data as illustrated 
in Table 3. Since the CSA based cubic model had the lowest %AAE, it was selected to be the model 
that would be employed in forecasting the Egyptian demand peak as follows:

                                 
                                  (17)

Table 2. Estimated parameters of the Egyptian forecasting models based on
 CSA, SA, GA, PSO, and LS methods.
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Fig. 1. Egyptian Peak Demand - Linear Forecasting Models.

Fig. 2. Egyptian Peak Demand - Quadratic Forecasting Models.



M. F. AlHajri, M. R. AlRashidi and K. M. EL-Naggar 126M. F. AlHajri, M. R. AlRashidi and K. M. EL-Naggar11

Fig. 3. Egyptian Peak Demand - Cubic Forecasting Models.

Fig. 4. CSA Egyptian Peak Demand Forecasting
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Table 3. Linear, quadratic, and cubic forecasting m
odels for the Egyptian netw

ork.
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Kuwaiti power network

Daniels' test for stationarity was performed upon Kuwait power time series data, and the test 
resulted in accepting the alternative hypothesis H1, i.e.that is, leading to the conclude conclusion 
that there is a trend in the peak load time series data. Kuwait power data was not transformed since 
the DW tests for all the models turned to be insignificant based on 5% p-value level. As with the 
Egyptian case, the response variable was regressed against the predictor variables to obtain the 
linear, quadratic, and cubic models using CSA, SA, GA, PSO, and LS methods. The Kuwaiti CSA 
forecasting models parameters are shown in Table 4, and Figures 57- shows the Kuwaiti linear, 
quadratic, and cubic forecasting models, respectively, for CSA, SA, GA, PSO, and LS methods; 
while Figure 8 shows the proposed CSA three forecasting models. The residuals’ variance of the 
fitted models were was homoscedastic, and the AD test for normality showed that their population 
follow the normal distribution pattern. The CSA corresponding p-values for AD tests at 5% 
significance level for the three prediction models are 0.142, 0.113, and 0.0620. 

The CSA models showed better performance in terms of %AAR as shown in Table 5. It is 
evident from the corresponding Table that the difference between CSA quadratic and cubic models 
is insignificant, and to maintain parsimony principle, the simplest model was preferred to represent 
the Kuwait demand peak as expressed in Eq. (18).  It is worth mentioning that the proposed CSA 
prediction model provided better demand peak estimation for the years 2009 to 2012 than the official 
prediction of the Kuwaiti Ministry of Electricity and Water (MEW 2011)(Ministry of Electricity and 
Water 2011) as illustrated in Table 6. 

                                                (18)

         

Fig. 5. Kuwait Peak Demand - Linear Forecasting Models.
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Table 4. Estimated parameters of the Kuwaiti forecasting models based
 on CSA, SA, GA, PSO, and LS methods. 

Fig. 6. Kuwait Peak Demand - Quadratic Forecasting Models.
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Fig. 7. Kuwait Peak Demand - Cubic Forecasting Models.

Fig. 8. Kuwait Peak Demand Forecasting Models.
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Table 5. Linear, quadratic, and cubic forecasting m
odels for the K

uw
aiti netw

ork.
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Table 6. Comparison between CSA and MEW forecasts.

Year
Actual 

Demand Peak 
(MW)

MEW 
Forecast 

(MW)
CSA Forecast

Linear Quadratic Cubic 

2009 9960 11385 10085.57 10231.05 10072.3

2010 10890 12520 10472.17 10746.1 10624.27

2011 11220 14255 10858.77 11277.43 11221.26

2012 11850 15395 11245.37 11825.04 11867.43

 CONCLUSIONS

A new application of CSA is presented in this paper for long-term load forecasting in power 
systems. The problem is formulated, and different models are presented. The goal is to minimize 
the error associated with long-term load modeling process. Real data from Kuwaiti and Egyptian 
networks are used to evaluate the CSA outcomes. Three forecasting models are used in this 
study, and the results showed that CSA performed well on all cases. Extensive statistical tests 
have been applied to test the error auto-correlation. Test results revealed that the resultant error 
in the Egyptian network case are is highly correlated and thus, remedial measures were taken. A 
comparison among between CSA, SA, GA, PSO, and LS is presented. This clearly states that the 
developed algorithm performed well in estimating load forecast model characteristics. In future 
work, other factors that might impact annual load forecast such as oil prices and social welfare may 
be incorporated in forecast modeling. 
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توقعات الحمل الكهربائي طويل الأجل

  في اأنظمة الطاقة الكهربائية الكويتية والم�صرية

محمد الهاجري، محمد الر�صيدي وخالد النجار

ق�سم تكنولوجيا الهند�سة الكهربائية، كلية الدرا�سات التكنولوجية، الهيئة العامة للتعليم التطبيقي والتدريب، الكويت

 الخـلا�صة

يقدم هذا البحث منهجية فعالة للتنبوؤ بمتطلبات وقت الذروة �سنوياً في اأنظمة الطاقة الكهربائية. تم تطوير المنهجية المقترحة 

كطريقة تنبوؤ بديلة للطرق الأخرى القائمة. وت�ستند الطريقة على خوارزمية بحث الوقواق cuckoo. تم ا�ستخدامها لتقليل 

الخطاأ المرتبط بمعلمات النموذج المقُدرة للمتطلبات المتوقعة لتتبع البيانات الحقيقية للأحمال. تم ا�ستخدام البيانات الحقيقية من 

ال�سبكات الكويتية والم�صرية لإجراء هذه الدرا�سة. تم ا�ستخدام ثلثة نماذج تنبوؤ طويلة المدى في هذا العمل البحثي لقيا�س متانة 

النماذج المختارة وتم تطبيق  للتحقق من مدى ملئمة   Durbin-Watson اإح�سائي  اإجراء اختبار  المتطورة. تم  التقدير  اأداة 

تحويل النموذج كاإجراء علجي لبيانات �سل�سلة زمنية �سيئة ال�صروط عند الحاجة. تمت كتابة تقرير عن نتائج التنبوؤات ومقارنتها 

بتلك التي تم الح�سول عليها با�ستخدام تقنيات التنبوؤ الأخرى. تمت درا�سة وتقييم اأداء الطريقة المقترحة. وك�سفت النتائج اأن 

خوارزمية بحث الوقواق لها اإمكانات واعدة كاأداة قابلة للتطبيق لتقدير المعلمات.
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