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ABSRACT 

It has been built for centuries as housing and animal shelters, especially in rural areas, due to the 
advantages of masonry buildings being economical, being built with local materials, and not requiring skilled 
labor. The walls, which are the bearing elements of masonry structures, are formed by placing stones, bricks, or 
blocks on top of each other with a binding mortar. In this study, a model with the XGBoost algorithm, which is a 
tree-based classification algorithm, is proposed to scale the cost of the samples reinforced with welded wire 
reinforcement/polypropylene fiber added dry mix shotcrete. The model executes cost classification based on 
concrete, steel mesh, steel, epoxy, fiber, and workmanship-independent parameters. A softmax function was 
incorporated into the model for classification. A complexity matrix was produced to evaluate the classification 
performance of the model. Also, it was compared to other machine learning algorithms. The model yielded higher 
accuracy and lower false-positive rates.  As a result, the proposed model can make better estimates in cost 
classification compared to other machine learning methods. In conclusion, using the classification ability of the 
model, it is aimed to measure the cost effective in the construction process that calls for a high labor force, time, 
and cost. 

Keywords: Dry Mix Shotcrete; Masonry Wall; Cost Estimate; Construction Costs; Cost Classification 
Ensemble Learning; XGBoosting  

 

 

1. INTRODUCTION 

Masonry walls, which are among the oldest construction systems in the world, comprise a major part of 
existing building stock (Kariou et al., 2018; Padalu et al., 2018; Shrestha et al., 2020). The reasons for preference 
for masonry structures can be said to include being economical, easy to maintain, having attributes such as thermal 
insulation, and fire protection, and being made of local materials requiring simple construction technology 
(Shrestha et al., 2020). Such structures are usually built randomly without considering standards or making 
comprehensive research (Göker and Karaşin, 2015; Drougkas et al., 2019).   
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The strength of the masonry structure depends on the strength of the blocks forming the wall and of the 
binders, i.e. the strength of the wall (Göker and Karaşin, 2015; Bayülke, 2011). Despite recent advances in 
materials and applications, wall-building techniques are the same as those developed about a thousand years ago 
(Lourenço, 1996). Putting each piece of brick or stone on top of each other with mortar is a simple but adequate 
technique (Lourenço, 1996; Ahmed et al., 2018). Since brick walls are the carrier of masonry structures, 
reinforcement should be performed without damaging the existing structure. Many different methods have been 
used to strengthen the walls till the present day (Kaçın and Güneş, 2020). Load-bearing masonry walls can be 
reinforced with simple materials such as steel mesh, repair mortar or shotcrete, etc. In this application to be 
performed on one or both sides, additional shear force capacity can be brought to the wall by both repairing and 
thickening the wall (Celep, 2017). 

Today, the rapid advances in data processing techniques and the emergence of different artificial 
intelligence approaches have led to the development of different applications for masonry walls. In view of the 
artificial intelligence studies in the literature, ensemble learning methods in machine learning algorithms have 
been highly recommended in recent years (Liu et al., 2020; Qian et al., 2020; Wang et al., 2019a; Wang et al., 
2019b; Nguyen et al., 2020). Ensemble learning goes beyond the generalization of a single machine learning 
algorithm, foreseeing an approach to combine different algorithms. The classification and prediction performance 
of the network can be maximized if the optimum parameters for the neural network are selected in ensemble 
algorithms. Bagging, Boosting, AdaBoost, and Stacked Generalization methods are widely used in ensemble 
learning. 

In this study, a new hybrid approach was presented with the XGBoost ensemble learning algorithm to 
scale and classify the effects of various reinforcement techniques of masonry walls (mesh steel and dry mix 
shotcrete with added polypropylene fiber) on costs (transport, storage, workmanship). The proposed model 
classifies the elements affecting cost (concrete, mesh steel, iron, epoxy, fiber, mesh steel and anchorage work, and 
shotcrete work) according to 5 different types of cost. In terms of cost, accuracy, and validity, the suitability of 
the proposed method stands out. The dataset used for the training of the model was obtained after experimental 
studies.  Optimum hyperparameters for training and testing of the model were determined. Following training and 
testing of the model, it was compared with other machine learning algorithms to evaluate its performance. In line 
with the comparison results, the highest accuracy was obtained for the proposed XGBoosting-based model with 
an accuracy of 90.80%. 

 

2. RELATED WORK 

Cost estimates significantly affect planning, design, bidding, cost management/budgeting, and 
construction management. Such estimates allow the property owners to assess project possibility and the project 
owners and planners to assess project feasibility at the detailed project design stage and control costs effectively 
(Cheng et al., 2009; Khalaf et al., 2020). Cost estimation of projects in the construction industry has always been 
difficult due to the fact that work are often carried out in an uncertain environment (Cheng et al., 2013). 
Construction costs depend on fluctuations tending to increase in the long run, which makes the pricing process 
challenging (Elfahham, 2019). Due to resource planning, risk management, and logistic difficulties in the 
construction industry, delays in project delivery, cost overruns, and contract disputes might often occur. In order 
to prevent these, studies on the application of advanced machine learning algorithms such as deep learning have 
been encouraged. Especially in the construction sector, there are many deep learning applications that have not 
yet been discovered in areas such as site planning and management, health and safety, and construction cost 
estimation (Akinosho, 2020). 

Traditionally, cost estimation models have been developed using statistical methods. Regression analysis 
is a traditional alternative that has the disadvantage of requiring a defined mathematical form for cost functions. 
In addition, traditional methods prevent accurately estimating project costs due to the large number of important 
variables and their interactions. Therefore, the applicability of traditional methods is limited. Artificial intelligence 
approaches, Case-Based Reasoning (CBR), Neural Networks (NNs), Fuzzy Logic (FL), Genetic Algorithms 
(GAs) and their derivatives can be applied to cost estimation problems (Cheng et al., 2009). 

Studies seem to have been done reflected the out-of-plane and in-plane behavior and damage status of 
the masonry wall when the literature studies (Shawa et al., 2012; Varela, 2011; Maheri and Najafgholipour, 2012; 
Sorrentino et al., 2016; Malomo et al., 2020; Bagheri el al., 2020) were examined. Also to examine the distribution 
of sprayed concrete fibre, fiber, image processing and machine learning (Manca et al., 2018), to identify the 
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variations in masonry the crack in the wall digital image correlation (DIC) technique (Tung et al., 2008), the 
behavior of masonry walls of a simple micro-simulation model (Abdulla et al., 2017), for the prediction of 
compressive strength of masonry prisms artificial neural network (ANN) models of the application (Asteris et al., 
2018) SVR and back-propagation artificial neural network: a comparison of methods to predict 28-day strength 
of shotcrete (Kalhori and Bagherpour, 2019), the implementation of ANN method for predicting the shear strength 
of FRM masonry (Cascardi et al., 2016), the failure loads of masonry walls is estimated using the ANN method ( 
Demir and Kumanlıoğlu, 2017), for the prediction of the axial behaviour of brick masonry walls, the use of ANNs 
(Garzón-Roca et al., 2013), structural damage detection based deep learning model for the ANN (Pathirage et al., 
2018), neural network using neural network to estimate the relationship between the rheological properties of 
mortar and shotcrete material parameters (Phan et al., 2002), using machine learning, automatic detection and 
classification of stone masonry of defects (Valero et al., 2018;Valero et al., 2019), artificial neural networks for 
prediction of the cost of masonry houses (Uğur et al., 2011), calculating the approximate cost of the building with 
BIM (Karagöz, 2019), the effect of masonry building strengthening on structural safety and cost (Akçay and 
Yıldızlar, 2019),  the possibility of occurrence of the risk factors and their effects on the cost (Al-Sabah and 
Refaat, 2019), the impact of the oil price changes on Kuwait's construction industry (Al-Tabtabai and Soliman, 
2021), calculating the approximate cost of shotcrete (Çakıroğlu and Süzen, 2020) are some of the studies in the 
literature. 

It can be seen that the researchers developed various methods/models in order to estimate the cost with 
the highest level of accuracy by evaluating the limited data available in their studies. In addition, this study, which 
offers a new hybrid approach with the XGBoost ensemble learning algorithm, is thought to contribute to the 
literature by bringing a different perspective, given the limited number of studies on the cost of reinforced masonry 
structures in the literature.   

We can explain the innovations and contributions of our proposed study as follows. 

• Cost classification from masonry wall data 

• A novel method for classification with extreme gradient boosting and softmax 

• A unique dataset for cost classification 

 

3. EXPERIMENTAL METHOD 

3.1 Experimental Study for Dataset 

In this study, the costs of reinforced masonry walls within the scope of TÜBİTAK 1001 project (Tübitak, 
2013) were used as data in the modeling performed to scale and classify the effects of reinforcement techniques 
(mesh steel, polypropylene fiber reinforced dry-mix shotcrete) on costs (transport, storage, workmanship).  

For the experimental study, 220x245cm brick wall samples were put up in the form of checker brickwork 
using 19cm 9́cm 5́cm solid clay bricks with 1 cm joint spacing. A total of 14 brick wall samples were prepared 
by creating 7 series, including 2 samples in each series. A roughcast with an average thickness of 20 mm was 
applied on the front and back surfaces of the wall samples, and a finish plaster with an average thickness of 8 mm 
was applied to the roughcast. In Figure. 1, a general view of the brick wall samples which were put up and plastered 
is given. The codes assigned to the samples in each series under the study are given in Table 1. 
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Figure 1. Brick wall samples 

Table 1. Samples in the series 

Sample Type Piece Reinforcement Technique Shotcrete Thickness (mm) 
Plain 1 — — 
Steel Mesh 1 Q188/188 steel mesh 50 
Steel Mesh 1 Q188/188 steel mesh 100 
Polypropylene Fiber 1 5 kg/m3 Polypropylene fiber + 2 

kg/m3 spray fiber 
50 

Polypropylene Fiber 1 5 kg/m3 Polypropylene fiber + 2 
kg/m3 spray fiber 

100 

Polypropylene Fiber 1 9 kg/m3 Polypropylene fiber + 2 
kg/m3 spray fiber 

50 

Polypropylene Fiber 1 9 kg/m3 Polypropylene fiber + 2 
kg/m3 spray fiber 

100 

 

The first series of brick wall samples were produced as plain, dry mix shotcrete was applied to the front 
surfaces of brick wall samples by placing Q188/188 type steel mesh in the second and third series, by adding 5 
kg/m3 of polypropylene fiber and 2 kg/m3 of spray fiber in fourth and fifth series and by adding 9 kg/m3 of 
polypropylene fiber and 2 kg/m3 of spray fiber in sixth and seventh series. 

 

Anchorage rods were placed on the wall surface in order to be able to mount mesh reinforcements to the 
wall samples. Two-component epoxy material was used to fix the anchor rods. After the anchorage application, 
steel mesh reinforcements were placed in the wall sample. Dry mix shotcrete layer thickness applied to each series 
was determined as 50 mm and 100 mm. The polypropylene fiber was macro/mono filament fiber. In dry mix 
shotcrete application, the largest aggregate grain size was selected as 8 mm, and the cement dose was selected as 
500 kg/m3. The w/c ratio was set by the operator at the tip of the hose. CEM II 42.5 cement was used in the 
application. As an admixture, a setting accelerator powder concrete admixture at a ratio of 5.5% of the total binder 
dose was used. The water used was potable mains water (Tübitak, 2013). 

 

3.2 Preparation of the Dataset 

The dataset to be used in the training and testing of the model has been prepared with the first step. In 
the first step, the determination and labeling of the variable were carried out, and in the second step, the 
normalization of the data was carried out. 

The experimental study of brick masonry walls and dry mix sprayed concrete the addition of 
polypropylene fiber reinforcing with steel mesh, the cost of the main groups (materials, shipping, storage, and 
Labor) (Figure 2) and sub-group (shotcrete, epoxy, polypropylene fiber, steel wire mesh, wire mesh, a steelworker, 
anchors, masonry, concrete spraying crafting) has been classified on. In the study, a classification scale was used 
to provide information about the variable. In order to determine the options of quantitative data, the number of 
main group classes was determined as 3 (0, 1, and 2) and, accordingly, the evaluation range (0-none, 1-less, and 
2-more). The number of subgroup classes was treated as 5 and the evaluation range (1-None, 2-very low, 3-low, 
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4-high, and 5-Very High). 

All data is included in the classification. After defining classes, it is determined which class each value 
will enter. The boundaries of the classes created are set as maximum and minimum values. The range of changes 
(R) defined as the difference between the minimum and maximum value contained in the main mass or sample 
was calculated by subtracting the minimum values from the maximum values of the cost expenses recorded in the 
experimental study according to Equation 1 (Çetintaş and Nazlı, 2018; Akın,2017). By dividing the change range 
value by the number of classes, the Class range is obtained (Equation 2) (Akın,2017). 

𝑅 = 𝑋𝑚𝑎𝑥 − 𝑋	𝑚𝑖𝑛                                                                                                                                            (1) 

𝐶𝑙𝑎𝑠𝑠	𝑅𝑎𝑛𝑔𝑒 =
𝑅

𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐶𝑙𝑎𝑠𝑠𝑒𝑠
																																																																																																																															(2) 

 

 

Figure 2. Cost components parameters 

Data from the experimental study was linearly normalized for training and testing of the model. Min-
max scaling is used for this. In the Min-max scale, the maximum value of each argument is defined as xmax, and 
the minimum value is defined as xmin. X’ normalized data is calculated against each Xi input value. Independent 
and dependent variables determined for the training of the model and its parametric value in the model are given 
in Table 2. 

 

Table 2.  Independent and dependent variables of the model 
Parameters Explanation 

btn_value Concrete m2 price 
hc_ value Wicker Grasshopper m2 price 

dmr_ value Iron kg price 

ep_ value Epoxy PCS price 
lif_ value Fiber m2 price 

n_ value Shipping m2 price 
ha_ value Wicker and anchor craftsmanship m2 price 
li_ value Fiber crafting kg price 
pb_ value Shotcrete workmanship m2 price 
sonu_ value Cost classification value 

 

 

Cost

Shipping

Storage Workmanship

Material
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4. PROPOSED MODEL 

In the study, XGBoosting, one of the ensemble learning algorithms used for cost classification, consists 
of a series of classification and regression trees based on the decision tree (Liu et al., 2020). At the same time, 
XGBoosting is a Gradient boosting algorithm optimized for high efficiency (Wang et al., 2019b). The proposed 
model was developed using the Keras library with Spyder software. The Model has 9 different input parameters, 
with each input represented as xi. The target classification parameter is stored in variable y. yi , the classification 
estimate for an xi entry entered in the model, is shown as in Equation 3. 

1

( ),
N

i n i n
n

y f x f F
=

= Îå                  (3) 

Where, N represents the total tree iteration. In each tree structure, the loss function L (θ) is used to 
minimize errors of the value of the objective function obj(θ). In this way, a fair value can be obtained with each 
addition of new trees. An editing function called Ω(θ) is added to the xgboosting algorithm to prevent 
overeducation by increasing the amount of trees in this branching. the definition of the objective function obj (θ) 
is as in Equation 4. 
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The basic tree structure needs to be adapted in multiple classifications because it supports binary 
classification in the tree structure based on XGBoosting. In this context, purpose and gain functions should be 
valued from all classes. For this, it calculates the average loss of the model over all targets. The gain in the trees 
of the model corresponds to the sum of Equation 5. 

2
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+å                           (5) 

As can be seen in Equation 6 in improving the model, Hv is the weight of each sample, Gv is the gradient 
sum of all IV samples in each branch. Also, wv is the weight vector of each branch score. In the classification, the 
value of j is extended to 1  j 5£ £ . 
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For multiple classification of the output of the model, Softmax Regression was used as y(I) = ≤ 
{1,2,3,4,5}:n=5. Where N is the total number of classes. The Softmax function consists of input, classifier, and 
output units. 

Parameter optimization is an important factor to achieve the best result when training the XGBoosting 
model shown in Figure. 3. For this reason, GridSearchCV was used to determine optimal parameters. 
GridSearchCV returns the hyperparameter set that gives the best score by applying the hyperparameter 
combinations to the model one by one and checking the score in each model (Ranjan et al., 2019). In order to get 
the highest efficiency and accuracy from the model, the optimal hyperparameters originally determined in the 
dataset are given in Table 3. Due to the determined hyperparameters, the predictive power of the model has been 
increased and the learning time has been optimized. 
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Table 3. Parameters and optimum values of the XGBoosting model 
Parameters Value 

learning_rate 0.01 
n_estimator 100 
max_depth 1-5 
min_child_w 1-5 
alpha 0.1 
lambda 0.1 

 

Figure 3. Architecture of development of the proposed classification model 

 

5. RESULTS 

5.1 Evaluation Metrics 

Accuracy (acc) (Equation 7), recall (Equation 8), and precision (Equation 9) metrics were preferred to 
evaluate the classification success of the proposed xgboosting and Sofmax model. The parametric values in Acc, 
recall, and precision are described as follows (Süzen, 2020). 

• True positive (TP):  The true result is given for the true cost classification. 

• False Positive (FP): The false result is given for the true cost classification. 

• False Negative (FN): The false result is given for the false cost classification. 

• True Negative (TN): The true result is given for the false cost classification. 

 

TP TNAcc
TP TN FP FN

+
=

+ + +                                                                                                (7) 

TPrecall
TP FN
=

+
                                                                                                                (8) 

TPprecision
TP FP
=

+
                 

(9) 
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5.2 Evaluation of Model 

The training and testing process of the developed model was carried out on the i9 3.60 GHz 12-Core 
CPU, 64GB of RAM, and an NVIDIA 11 GB RTX 2080 TI-enabled artificial intelligence computer. The Model 
rates the cost classification from 1 to 5 according to 9 different independent input parameters. According to the 
input parameters obtained, the output classification is performed by the softmax function. Figure 4 shows the 
confusion matrix for the classification of the model. The confusion matrix shows the number of classifications 
estimated by the model and its accuracy rate according to 5 different cost scales. In the false classifications that 
the model produces against the correct classification, it seems that the parametric independent input values are 
close to each other. This shows that the input parameters contained in the dataset are not the desired number. But 
the classification success of the model is maximum thanks to hyperparameters that are improved with an average 
accuracy of 90.80%. It is assumed that expanding the dataset will reduce the ratio of false positives and false 
negatives in the classification of the model. 

 

Figure 4 .Confusion matrix of the classification model 

 

In order to evaluate the success of the developed model in cost classification,  was compared with SVM 
classifier, Random Forest, and Naive Bayes machine learning algorithms. According to the comparison results 
given in Table 4, the proposed model achieved the highest accuracy value compared to the others. Although the 
proposed XGBoosting model tree structure was capable of binary classification, the change in a tree structure and 
the addition of the softmax multiple classifications also demonstrated the model's success in multiple 
classifications. 

 

Table 4. Comparison of the proposed model with other machine learning algorithms 

Model Acc (%) recall precision 

XGBoosting and Softmax Model 90.80 0.84 0.87 
SVM classifier 87.25 0.81 0.83 

Random Forest 83.10 0.77 0.78 
Naive Bayes 81.50 0.65 0.72 
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6. CONCLUSIONS 

In the construction sector, which is considered one of the most important sectors in terms of its impact 
on the economy and employment, planning and supervision of each stage of the construction process in terms of 
cost is of great importance. For this reason, it is important to base the cost of masonry structures on a 
comprehensive and realistic cost estimate prepared based on new approaches so that the impact of various 
parameters on the cost in the construction process of the structure can be measured. In this context, a hybrid neural 
network model that classifies costs according to input parameters has been proposed. The Model can classify 
according to 5 different cost scales with XGBoosting and Softmax architectures. Optimum parameters were 
determined using GridSearchCV for high accuracy and stability of the model. As a result, the proposed model 
cost classification was found to work better than other machine learning methods with an accuracy of 90.80%. 

The difficulty of construction work causes the dataset to be scarce. For this reason, it is envisaged that 
by expanding the dataset in future studies, the accuracy obtained will be increased. In addition, after providing 
sufficient data, it is planned to redevelop the model with deep learning algorithms, ensuring higher classification 
success. 
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