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ABSTRACT 

  Applying Machine Learning algorithms in wireless communication has shown increasing 

interest due to the increase of demand on capacity, the increase of the number of users, and 

equipment sharing the limited frequency spectrum resources. Also, the need for a reduction 

in power consumption at base stations and the optimization of radio coverage make ML an 

attractive and promising technique. In this paper, we investigate the usage of Support 

Vector Machine (SVM) technique for Direction of Arrival (DoA) estimation in the 

millimeter-wave band. The objective is to predict the location of a user in a given area by 

analyzing the received signals at an array of antennas, using an SVM-based model. The first 

phase of this technique consists of the training phase that aims to identify the characteristics 

of each class, and that is based on a set of training samples. The second phase consists of 

testing the trained model using a set of samples/users. We have carried out a set of 

simulations based on the developed model. The results are promising in terms of the 

accuracy of determining the DoA, taking into consideration a channel with noise and 

multipath. 

  Keywords: Machine learning, SVM, DoA, mm-Wave, Beamforming. 

 

INTRODUCTION 

High data rates, large number of users, low latency, high reliability, and low energy 

consumption are the major performance requirements of the next generation of wireless 

networks. One of the main constraints that will be encountered to fulfill these requirements is the 

limited and crowded spectrum. Thus, the challenge will be in investigating new frequency bands 

and in assisting and managing the available frequency bands in an intelligent, optimized, and 

adaptive manner (Yarrabothu & Mohan, 2015; Chin et al., 2014). Relying on the existing 

technologies used in the actual wireless networks is not sufficient and new tools and techniques 

are to be proposed, developed, and applied. 
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Exploring new frequency bands is crucial due to two main factors: the saturation of the 

existing spectra and the increasing data rates and numbers of users in the new generation 

networks. The millimeter-wave (mm-wave) band seems to be a promising candidate for the radio 

access in urban and crowded areas and for small cells coverage, thanks to new technologies that 

have enabled to design transceivers of good performance at this band (Niu et al., 2015; Heath et 

al., 2016; Al-Falahy et al., 2019; Cella et al., 2014). Mm-wave band shows high propagation 

loss, due to free space propagation loss given by FRIIS equation (Equation 1), atmospheric 

absorption, and blockage from buildings and other obstacles (Rappaport et al., 2017). Although 

this characteristic constitutes an issue in decreasing the coverage range, it allows the frequency 

reuse and the reduction of interference at close cells and is convenient for small cells design. 

   (  )             (    )       (   )     ( ) 

These new bands are to be used in conjunction with other technologies as cognitive radio 

(CR) network (Liang et al., 2011, Liu et al., 2017), heterogeneous networks (Bogale & Le, 2016; 

Bshara et al., 2018) following an intelligent, dynamic, and adaptive algorithms. 

The information about the user location within a cell is essential for optimum beneficial use 

of these new technologies. The aim in the context of our work is to find, define, and implement a 

smart model to detect the position of a specific user in a cell and evaluate its performance in a 

realistic configuration. Based on this model results, a beamforming can be performed afterwards 

to direct the electromagnetic radiation of the antenna array towards the regions of concentration 

of users. The flowchart of the proposed implementation of the trained model in a realistic 

application is shown in Figure 1. 

 

Figure 1 - Proposed implementation. 

Many methods have been proposed for DoA estimation. One of the most popular methods is 

the multiple signal classification algorithm (MUSIC) (Schmidt, 1986). Other methods are 

proposed as well like the estimation of signal parameters via rotational invariance technique 

(ESPRIT) (Roy et al., 1989), the maximum likelihood, and stochastic methods based on machine 

learning and neural networks (Zooghby et al., 1997, Zooghby et al., 2000, Randazzo et al., 

2007).  

In this paper, we study the localization of a user within a cell by estimating the direction of 

arrival (DoA) at the base station. The DoA is estimated using an SVM-based algorithm that 

consists of two main phases: a training phase and a testing phase. In the training phase, the 
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model is developed based on a set of training samples. The testing phase allows to estimate the 

position of new samples (users) and to study the accuracy of the developed model and its 

robustness in the presence of noise and multipaths. 

This paper is organized as follows: In the next section, we give an overview of the SVM 

method and its applications. In section III, we give details of the proposed system and procedure 

used to predict the location of a user within a cell. In section IV, we analyze the performance of 

the system by giving and discussing the results of the simulation. We conclude on this work and 

propose perspectives for further research in section V. 

OVERVIEW ON SVM TECHNIQUE AND APPLICATIONS 

The Support vector machine technique (SVM) is a supervised machine learning algorithm 

mainly used to classify a set of numerical data into different classes based on their mathematical 

properties and characteristics. The classification aims to find the borders between the different 

classes with the constraint of maximizing the distance from the samples to these borders (or, 

equivalently, minimizing the error in classification). We note here that the border is a line if the 

set of data is characterized by two parameters, and it is a plane if three parameters are needed to 

characterize the data and a hyperplane for a higher number of parameters (Cortes & Vapnik, 

1995). 

We distinguish between linear and non-linear classification: linear classification refers to the 

case where the borders between the different classes constitute on hyperplanes (e.g., straight 

lines in a 2D problem), whereas non-linear classification refers to the case where the borders 

consist of hypersurfaces (e.g., curved lines in a 2D problem) (Ladicky & Torr, 2011; Suykens, 

2001). 

The power of SVM originates from the fact that it can be applied for non-linear problems 

using the Kernel trick which is a phase of data processing prior to SVM classification. This 

latter,  ,  is a function that transforms numerical data from a low dimensional space into a higher 

dimensional space where data can be linearly separated into classes (Awad & Khanna, 2015). 

We start by considering a classification of   samples in   :   (                     ) with 

   being the input and    being the corresponding label. Consider   a Hilbert space, and    the 

mapping    . It is possible to consider    ( (  )         (  )   ) where   may not be 

linearly separable and    becomes linearly separable if   is well chosen. Given a linear 

classifier   in  , the predictions are done by     ( )   . 

Once the model is generated based on training data, it is used to analyze new data and predict 

their classes. The SVM technique has proved a good performance in telecom applications. In 

Wang et al. (2014), the SVM method is used in CR networks to predict the spectrum mobility in 

time domain and space domain. Path loss and coverage estimation for different frequency bands 
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are investigated in many works using machine learning-based techniques and promising results 

in filling the lack of data are obtained (Zhao et al., 2013; Uccellari et al., 2018; Zhang et al., 

2019-1). In Feng et al. (2013) and Xu et al. (2020), SVM is used to classify and identify 

interference and abnormal signals and the prediction phase has shown good accuracy results. 

Furthermore, SVM has proved its high efficiency in the estimation of direction of arrivals 

compared to the conventional methods as Multiple Signal Classification (MUSIC) and Esprit 

(Randazo et al., 2007). In Sun et al. (2019), a comparison of performance for different Kernel 

functions for 1-D DoA estimation in the presence of white Gaussian noise is performed. 

 

SYSTEM DESCRIPTION, CONSTRAINTS AND MODEL 

We present in this section a comprehensive description of the proposed system for the 

estimation of user location within a given area. First, we give the geometrical description and 

configuration of the considered scenarios. Also, we define the system constraints. In the system 

model part, we detail channel propagation model and the SVM-based method used for 

classification. 

A. System description 

The geometrical description of the system is shown in Error! Reference source not found.. 

The base station (BS), located at the border of a cell at a height H, consists of a 2-D antenna 

array of     elements with a separating distance  . The covered cell has an area of     and 

is divided into     zones. The size of each zone is     . The frequency of operation of the 

system is  .   is the number of users in each zone. We analyze the estimation of the position of 

one user within a given cell.  When more than one user exists in a cell, each signal from a user is 

identified and analyzed separately in order to predict its position (Zhang et al., 2019-2). 

 

Figure 2 The considered geometrical configuration. 

B. System constraints 

  Various constraints are considered in the definition and the modeling of the system. First, 

the system should support different numbers of antennas and zones. Second, it will be 
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applied to 5G mm-wave band, but it should be applicable to any frequency band. Third, the 

channel of propagation between the BS and users is considered to be time-invariant, should 

take into account the direct path, the multi-path components, and the noise effects, and 

should provide information about the magnitude and phase of the received signal at BS. 

C. System Model 

The system model that we will use to estimate the DoA of a user includes two main parts: the 

propagation model used to estimate the received signal, and the SVM-based model used to 

generate the trained model and to predict the location of a new user. 

The transmitted narrow-band signal  ( ) is a Gaussian pulse given by:   

 ( )       ( 
(    )

 

  
)     (    (    ))     ( ) 

Where   is the amplitude,    the carrier frequency,    a constant that ensures the causality of the 

pulse, and     (   ) with    is the bandwidth of the pulse.  

The propagation channel is considered to have   multipaths resulting of different 

phenomena: direct path, reflection, diffraction, transmission, and scattering (Rappaport, 2001; 

Godara, 2002). The channel impulse response between a user   and an element (   ) can be 

written as: 

    
 ( )  ∑    

    (      
   )

 

   

      ( ) 

Where     
    

is the time delay of the path k between the user   and the element (i,j) of the array, 

    
    

is a factor that counts for the total attenuation of the path k between the user   and the array 

element (i,j) and is inversely proportional to the propagation distance. 

The corresponding signal     
 ( ) at the receiver is written as given in (Equation 4), with n(t) is 

an additive white Gaussian noise at the receiver. 

    
 ( )      

 ( )   ( )   ( )  ∑    
    (     

   )

 

   

  ( )     ( ) 

The SVM-based model is divided into two main phases: the training phase and the prediction 

phase. Error! Reference source not found. shows the block diagram of the training phase.   

users are randomly generated in each of the     considered zones. The users positions 

coordinates vectors [ ] and [ ] (of length       each) are considered to be known. The 
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received signals from each user over       antennas are then calculated using equation 4 (the 

noise is not considered in this phase). Thus the resultant matrix [ ] of dimension (    

     ) is formed. [ ] matrix and the users coordinates vectors constitute the training data 

input of the SVM-based classifier in the classification learner built-in function in MATLAB. 

Thereby, the trained model is created, and a theoretical accuracy of the system model is 

evaluated at the end of this phase. This model is used in the second phase to classify new data 

and test the performance of the system.  

 

Figure 3 - The training phase. 

The block diagram of the prediction phase is shown in Error! Reference source not found.. 

This phase allows to predict the belonging zone of a user and to evaluate the performance and 

accuracy of the model. A user location is randomly generated in the area of interest. The received 

signals at the array elements are then calculated. A vector Su of length     is obtained. The 

trained model is used to predict the location zone of the user based on the signal vector. 

  

Figure 4 - The prediction phase. 

 

CONSIDERED SCENARIOS & RESULTS 

A. Introduction 

We study and analyze in this section the performance, reliability, and robustness of the 

proposed system. We consider a cell of size         m
2 

and a BS of height      m. The 

frequency of operation is      GHz, but the analysis is performed as function of the 

wavelength, and the same method and analysis stay valid for other operating frequencies. 

The results that will be presented show two types of accuracy: the theoretical accuracy 

obtained at the end of the training phase and the prediction accuracy obtained at the end of the 

prediction phase. The testing samples used in the prediction phase are divided into two sets, each 

of which of 10,000 users randomly distributed in the cell. The prediction accuracy is the average 

of the accuracy obtained from each of these two sets. 
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We perform the analysis for the case where the direct path is only received, and for the case 

where multipaths are present. In both cases, we study the robustness of the system in the 

presence of noise. Furthermore, we analyze the system performance and the effect of changing 

the configuration parameters. Hence, we compare the results obtained by changing: the number 

of training samples, the spacing between the array elements, the number of zones, and the 

number of array elements. At the end of this section, we show the distribution of the positions of 

the wrongly-predicted users and confirm that the majority of the positions of these users are 

close to the predicted cell. 

B. Direct path performance analysis 

In this part, we consider the case where the received signal corresponds only to the direct 

path between the user and the array. In each of the configurations we are considering, we take 

two values of the number of training samples in each zone:       and        samples per 

zone. 

We compare the accuracy of the system for three values of the inter-element array spacing 

   
 

 
 
 

 
, and 

  

 
 respectively. We note that the optimal inter-element spacing of an antenna array to 

achieve high de-correlation between the signals at the different elements of the array is around 
 

 
 

(Hidayah et al., 2017). We set the number of zones to     and the number of array elements to 

    for this comparison. We show in Error! Reference source not found. the theoretical and 

prediction accuracy for these configurations. Overall, the accuracy values increase with the 

increase of the number of samples per zone for all the cases. Moreover, we can see that the 

spacings   
 

 
 and   

 

 
 give close results, and the accuracy values in these cases are higher 

compared to the case where   
  

 
.  

Then, we set the inter-element array spacing value to   
 

 
 and the number of array elements 

to     and we compare the accuracy on the position estimation for              and 

   . For this case, we can note that the theoretical and the prediction accuracy values both 

increase also with the increase of the number of samples per zone. In general, when the number 

of zones increases, the accuracy of the system is expected to decrease due to the increment of the 

number of zones to be decoded. We note from Error! Reference source not found.-a that the 

accuracy values of the considered configurations for        differ by no more than 3%. 

Overall, we can conclude that the accuracy of our system is high, even when the width of the 

zones decreases. 
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Figure 5 Model accuracy for different values of   and   , and for M × M = 3 × 3 and N × N = 8 × 8. 

         

a) Impact of     and    for        .          b) Impact     and Tz for        . 

Figure 6 Model accuracy for different parameters by fixing   
 

 
. 

Now we evaluate the effect of changing the number of array elements on the system 

performance. We compare the accuracy of the system for        ,    , and    . We 

set   
 

 
 and        . Referring to Error! Reference source not found.-b, we notice as 

previously, the higher the number of training samples the higher the accuracy. If we take the case 

of Tz = 500 training samples per zone, the accuracy values obtained for the three considered array 

sizes are close and the difference does not exceed 1.5%. Changing the number of array elements 

will have a clearer impact in the presence of noise and multipaths scenario, that will be studied in 

the next parts. 

 

C. System performance in an AWGN channel 

In this part, we add to the received signal a white Gaussian noise in the testing phase of the 

model and we evaluate the accuracy of prediction for signal-to-noise ratio (SNR) values varying 

from −20 dB to 30 dB as 3GPP simulation results are often done in this range with a more focus 

on the range between 0 and 30 dB. We fix the number of zones to        , and we 

explore the impact of varying the number of array elements (       ,    , and    ) 
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on the system accuracy for two different inter-element array spacings:   
 

 
 (Error! Reference 

source not found.-a) and   
 

 
 (Error! Reference source not found.-b). The number of 

training samples Tz in each zone is set to 500 samples per zone. 

In the Wideband fifth-generation (5G) systems utilizing high carrier frequency and MIMO, 

the SNR requirements for extreme data rates are challenging. In fact, when we increase the 

modulation scheme order, the required SNR to satisfy the demand also increases. The required 

SNR for a given modulation is regularly set for symbol error rate to float around 10−
3
. One of 

the main solutions to decrease the required SNR is to decrease the coding rate. However, the 

amount of transmitted data will be lower. At this stage, some tradeoffs should be taken for 

realistic implementation. In Tuovinen et al. (2017), the minimum required SNR for QPSK 

modulation schemes and higher for a decent coding rate is around 10 dB. We will refer to this 

specific value of SNR in our upcoming analysis. 

From Error! Reference source not found.-a and Error! Reference source not found.-b, 

we can note that for low SNR and for any number of array elements the system performs badly 

and the classification corresponds to a random classification with accuracy equals to 
 

   
 
 

 
 

      . However, when the SNR increases (−10dB ≤ SNR ≤ +10dB), we can remark that for a 

higher number of array elements, the system can detect the DoA more accurately for both inter-

element array spacing   
 

 
 and 

 

 
. For instance, when the SNR is 10 dB, the accuracy values for 

N × N = 4 × 4, 6 × 6, and 8 × 8 are 85.60%, 89.79%, and 90.86% respectively for   
 

 
, and 

83.47%, 89.59%, and 92.30% respectively for   
 

 
. Moreover, we can see that for higher SNR 

values (above 10 dB), the system starts to converge and gives accuracy values close to noise-free 

conditions. These results show the gain in SNR when increasing the number of array elements: 

for   
 

 
 and a very high accuracy of 80% (Kranjcic et al., 2019), the gain in SNR is 5 dB when 

the size of the array increases from 4 × 4 to 6 × 6 elements and 3 dB when it increases from 6 × 6 

to 8 × 8 elements. By comparing our result to the state of the art, we can say that in our proposed 

method we are avoiding the complexity of MUSIC and ESPRIT (Randazzo et al., 2007). SVMs 

are very popular for their mathematical formulation and unbeatable robustness. After a training 

phase done offline, the model performs well in response to input signals that have been seen for 

the first time. 
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a) Impact of N × N for   
 

 
   b) Impact of N × N for   

 

 
 

Figure 7 Model accuracy in AWGN channel for different values of N×N and   for M×M=3×3. 

D. System performance in multipath propagation 

In this part we examine the performance of the developed system in a multipath propagation 

medium. We assume that the propagation medium between the user and the array has four main 

different multipath components (MPCs) randomly chosen between the transmitter and the 

receiver and is time-invariant. The received signal is thus calculated using Equation 4 for    . 

Without lack of generality, the reflection points are considered isotropic and the corresponding 

attenuation factors can be written as    
    (  

     
 ), where   

  and    
  are the distances 

between user and reflection point  , and between array element (   ) and reflection point  , 

respectively. The delay    
  corresponds to the delay of propagation in free space for a total 

distance of   
     

 . 

This model of propagation medium is used in both the training phase and the prediction 

phase. We add a white Gaussian signal to the received signals in the prediction phase, vary the 

SNR from -20 to +30 dB, and analyze the system performance. Here, we consider the same 

configuration as in the previous part: the number of zones is fixed at 3 × 3, the number of array 

elements takes the values of 4 × 4, 6 × 6, and 8 × 8 elements,   values are 
 

 
  and 

 

 
, and Tz is 500 

samples per zone. 

We can note, referring to Error! Reference source not found. and for all combinations of 

array elements, an inter-element array spacing of   
 

 
 gives higher accuracy. Also, for a larger 

number of array elements, the system performance is improved, but the maximum accuracy 

values achieved are relatively low compared to the previous results. However, the accuracy is 

considered as high (greater than 60%) (Kranjcic et al., 2019) for SNR greater than 10 dB and 

    elements. A deeper analysis of these results is done in the coming part. 
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Figure 8 Model accuracy in presence of MPC for different values of N×N and d, for M×M= 3×3. 

E. Misclassification analysis 

Due to the relatively low accuracy achieved for the case of a propagation channel with MPCs 

compared to an AWGN channel, we propose to investigate the spatial distribution of the 

wrongly-predicted users. We calculate the distance, denoted De, between the real position of the 

user and the closest point in the predicted zone. A low value of De indicates that the error occurs 

for users that are close to the zone border. 

In the histogram shown in Error! Reference source not found., we consider the two cases 

studied in the previous parts: the first one corresponds to an AWGN channel, and the second one 

corresponds to the channel with MPCs. The SNR being set to 10 dB, the number of array 

elements is set to 8 × 8 and   
 

 
. We illustrate the distribution of users for De = 0, 20, 40, 60, 

and greater than 60 m, De = 0 indicates a correct prediction of user. 

 

Figure 9 Spatial distribution of the predicted users in a noisy channel only and in a noisy channel with 

MPC at SNR=10 dB for   
 

 
 for M × M = 3 × 3, and N × N = 8 × 8. 
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  Overall, we can see that the percentage of users correctly predicted is the highest for both 

cases. In the first case, 91.6% of users are correctly classified, and in the second case, 62.8% of 

users are correctly classified. The percentage of wrongly predicted users decreases with the 

increase of De for the case of an AWGN channel and is less than 1% for De > 60m, which 

confirms that the majority of these users are located close to the borders of the predicted zone. In 

the case where MPCs are considered, the percentage of the wrongly predicted users is higher 

than that obtained in the first case, and in particular, 17% of the users are located at least at 60 m 

from the border of the predicted zone. This indicates that users relatively far from the border of 

the predicted zone are not correctly classified, thus, the performance of the system has decreased 

in the case where MPCs are present. 

At the end of this part, we study the effect of varying the number of array elements N × N and 

the inter-element array spacing d on the average of the distance De, for the channel with MPCs. 

The average is taken over the wrongly predicted users of the considered testing sample set. The 

SNR is set at 10 dB and the number of zones is fixed at 3 × 3 (Error! Reference source not 

found.). We can note, for all configurations, that the average of De is slightly higher for   
 

 
  

than   
 

 
. Furthermore, we can confirm that when the number of array elements increases, the 

average De decreases indicating an improvement in the system performance. This average 

decreases to 72 m, which indicates that most of the misclassification corresponds to users located 

in the closest half of the adjacent zone to the predicted zone. 

 

Figure 10 Average distance from the wrongly predicted users to the correct zone for different values of 

    and   in an AWGN channel with MPC at SNR=10 dB and        . 

CONCLUSION AND FUTURE WORK 

In this paper, we have examined the problem of DoA estimation. The main motivation of this 

study is, first, the non-efficiency in radiating the main lobe of an antenna in one static direction 

without taking into account the distribution and the density of the users within a specific cell, and 

second, the increase in data rate demand, the limited bandwidth available, and the need to 
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introduce in the telecom networks more intelligent and dynamic algorithms to increase the 

efficiency of these systems. 

We have developed a machine learning-based approach using SVM technique that allows to 

analyze a large amount of data and classify it by finding specific patterns. Different simulation 

results, performance analyses, and tests are presented. We have studied the performance of the 

whole system in the presence of white Gaussian noise and multipaths. We prove through the 

different simulations that the proposed system is reliable and has good performance in the 

presence of noise. The analysis of the system in the presence of multipaths was essential for the 

evaluation of its robustness in real case scenarios. We have shown that increasing the number of 

elements increases the accuracy of the system in presence of noise and multipaths, and that an 

inter-element spacing of half a wavelength is an optimum configuration. 

Further research could be done in the context of this work. The proposed model has shown its 

applicability to localize a user in a cell for 5G emerging bands without lack of generality on the 

other bands. The performance of this whole system should be studied for the case of a time-

varying channel. Furthermore, 5G indoor networks offer new experiences for consumers, 

industrial automation, high operational efficiency with IoT, and massive communication 

services. Multiple challenges are faced in indoor applications, and beamforming associated with 

DoA estimation consists of a suitable technique to face these challenges.  
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