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ABSTRACT 

Air pollution in India poses a big threat to human lives.  In 2017, 77% of population of India were subjected to 
Particulate Matter (PM2.5) exposure, resulting in mortality of 6.7 lakh throughout the country. In this study, Long 
Short-Term Memory (LSTM) model, a powerful deep learning technique, is applied for PM2.5 prediction. Three 
variants of LSTM model, LSTM for regression, LSTM for regression using window, and LSTM for regression with 
time steps, are developed to predict PM2.5 concentration in India. The metrics used to evaluate the performance of the 
predictive models are root mean square error (RMSE) and coefficient of determination (R2). The models are applied 
to continuous ambient air quality data collected from 14 stations in India, for the period from May 01, 2019, to April 
30, 2020, at an interval of every 15 minutes. The optimal results are obtained from the models with the tuned 
parameters of 64 epochs and batch size of 32. All the three variants of LSTM model performed equally well in 
predicting PM2.5 concentration. The experimental results revealed that the value of R2 is maintained at 0.9 consistently 
for all the variants of LSTM model. The low values of RMSE and high values of R2 proved the reliability of the 
model. Thus, the proposed model gives awareness about the air pollution level in India and alerts the society to take 
precautionary steps to save their lives. Further, the urban planners can have an idea of the pollution levels for their 
planning and decision making. 
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1. INTRODUCTION 

Today, air pollution in India, especially the northern part, is at unbearable levels. Air quality in many parts of 
Delhi, the capital city of India, has worsened into the toxic category, with the possibility of causing respiratory 
ailments. According to the World Health Organization (WHO), one-third of the deaths from stroke, lung cancer, and 
heart disease are due to air pollution. Thus, air quality in India poses a severe health issue. In 2019, 30 cities were  
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declared as the most polluted in the world, in which 21 cities are from India [W1]. As per 2019 Air Quality Index 
(AQI) country ranking, India ranks 5th place globally in air pollution out of 193 countries [W2]. 

 
Rapid industrialization in India escalates not only the country’s economy significantly, but also pollution in 

quality of air (Patnaik 2018). The major air pollutants are Particulate Matter (PM10 and PM2.5), Nitrogen oxide, 
Sulphur dioxide, Carbon Monoxide, and Ozone, out of which the most critical pollutant is PM2.5. PM2.5is the name 
given to tiny particles in the air whose size is smaller than two and a half microns in width. The diameter of the larger 
PM2.5particles will be around thirty times less than that of human hair. Particles in the PM2.5range are likely to 
penetrate directly through the respiratory system to enter the lungs. Exposure to PM2.5 leads to increased incidence 
of chronic bronchitis and malfunctioning of lungs, which is strongly associated with a high mortality rate. PM2.5 is 
ranked as the sixth-largest risk factor for global premature mortality (Apte et al. 2015). People with breathing trouble 
and respiratory issues, infants, and elders could be easily prone to PM2.5. 

 
The concentration of PM2.5in India in 2019 was five times higher than the WHO recommendation. According 

to the National Air Quality Index report released by Central Pollution Control Board (CPCB), Ministry of 
Environment, Forest and Climate Change, Government of India, the threshold values for PM2.5 as proposed by United 
States Environmental Protection Agency (USEPA) 2015 are adopted for India as given in Table 1 [W3]. 

 
Table 1. Threshold values for PM 2.5 

 

Range of PM2.5 
(Micrograms per cubic meter) AQI category 

0 – 30 Good 

31 – 60 Satisfactory 

61 – 90 Moderate 

91 – 120 Poor 

121 – 250 Very Poor 

>250 Severe 

 
With the consistent increase in urbanization and industrialization in metropolitan cities of India like Delhi, 

Mumbai, Kolkata, Bangalore, and Chennai, the quality of air also degrades consistently posing a threat to human 
lives (Garg et al. 1995). In recent years, the rise of PM2.5 levels above its safe limit 60μg/m³ in the metropolitan city 
of Delhi is visualized in Figure 1, from an article in Times of India [W4], which reduces the average life span of a 
human. 
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Figure 1. The increase in the concentration of PM2.5in Delhi. 
 

In a nutshell, focusing our efforts on PM2.5 to identify urban air pollution sources will suffice to address the 
overall urban air quality scenario in India, without discussing everything under the sun. Consequently, several 
experiments have been performed by researchers to assess and evaluate air quality based on PM2.5. 

 
The Central Pollution Control Board (CPCB) increases the number of stations to be monitored for air quality 

every year. Thus, a massive amount of data is being generated and maintained at CPCB. Manual exploration of those 
voluminous data becomes impractical, and thus, machine learning and data science have been applied for data 
exploration. The study shows various machine learning and deep learning approaches for air quality prediction, 
elaborated in section 2. 

 
In this work, Long Short-Term Memory (LSTM) model is developed to predict PM2.5 concentration in India. 

Three variants of LSTM, that is, LSTM for regression, LSTM for regression with window, and LSTM for regression 
with time steps, are implemented and compared for predicting PM2.5 levels in India based on meteorological data 
collected from five metropolitan cities. The continuous ambient air quality details of one year from May 01, 2019, to 
April 30, 2020, for every 15 minutes from five major metropolitan cities are collected from the Central Pollution 
Control Board. The metrics used to assess the performance of the models are root mean square error (RMSE) between 
the actual observation and the predicted value and coefficient of determination (R2).  

 

2. RELATED RESEARCH 

This study focused on three variants of LSTM approach to estimate PM2.5 concentrations in India based on the 
detailed survey on existing methodologies for PM2.5 prediction as below. 
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vehicle using DIRECT algorithm. They have studied the effect of various parameters that affect environment in 
electric vehicle technology. They optimized the use of fuel consumption and emissions (HC, CO, and NOx) of the 
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vehicle engine. Further, they analyzed the driving performance requirements of environment pollution. Ahmed et al. 
(Alharbi et al. 2020) examined the effect of adding hydrogen-rich synthesis gas and ethanol on NOx with gasoline at 
different fuel mixers. They have modified the engine and plasma converter system for feeding the same type of fuel. 
They have concluded that the modification of fuel and engine design reduces the pollution level. 

 
Shuyue Zhang et al. (Zhang et al. 2020) used LSTM model to predict PM2.5 concentrations in five Chinese cities. 

They obtained correlation coefficient as 0.86724, 0.80070, 0.78225, 0.72147, and 0.64118 for the cities, Wuhan, 
Chengdu, Shenzhen, Shanghai, and Beijing, respectively. Hyun S. Kim et al. (Kim et al. 2019) built a deep recurrent 
neural network based on the LSTM model for daily PM10 and PM2.5 predictions. They examined the efficiency of the 
system by comparing its PM10 and PM2.5 predictions with the observed and Community Multiscale Air Quality 
(CMAQ) predicted rates. They found that an LSTM-based PM prediction outperforms CMAQ-based PM predictions.  

 
Xueling Wu et al. (Wu et al. 2020) also used LSTM model to predict the ratio of PM2.5 / PM10 based on time, 

space, and random patterns observed in aerosol optical depth, meteorological data, and gaseous pollutant data. They 
proved LSTM as a dynamic model that understands past data and relates it to the current output perfectly than other 
models. Mei Yang et al. (Yang, Fan, and Zhao 2019) proposed a long short-term memory-convolutional neural 
network based on dynamic-wind field distance (LSTM-CNN-DWFD) to predict the PM2.5 concentration of a specific 
site for the next 24 hours. The model is proved as the best with low RMSE and high R2.  

 
Mohit Bansal et al. (Bansal, Aggarwal, and Verma 2019)] established an efficient model for predicting air 

quality index (AQI) in Delhi, India. They proposed an RNN–LSTM model that predicts pollutant concentration for 
every hour. They obtained RMSE of 12.79, MAE of 7.84, and R2 of 0.99. Xiang Li et al. (X. Li et al. 2017) collected 
PM2.5 concentration data from 12 stations in Beijing, China, from January 2014 to May 2016 and applied various 
models such as LSTM model, spatiotemporal deep learning model, time-delay neural network model, autoregressive 
moving average model, and support vector regression model on data. Experimental results revealed that LSTM 
outperforms the other statistical models. 

 
Klymet Kaya et al. (Kaya and Gündüz Öğüdücü 2020) outlined PM10 as target pollutant and proposed a deep 

flexible sequential model composed of CNN, LSTM, and Dropout layer. Their study uses hourly data from Istanbul, 
Turkey, between 2014 and 2018 to predict the air pollution before 4, 12, and 24 hours. Yves Rybarczyk et al. (Galvan 
et al. 2016) demonstrated that the PM2.5 predictive performance is improved with a rich set of data. The data from 
multiple sources such as time, traffic, weather, and atmospheric pollutant concentrations gave a clear predictive 
picture of air quality with just two months data. 

 
Jan Kleine Deters et al. (Kleine Deters et al. 2017) proposed a machine learning approach on six years of 

meteorological data of two air quality monitoring sites, namely, Cotocollao and Belisario, located in Quito, the capital 
city of Ecuador, and predicted PM2.5 concentration. They used Matlab toolbox for implementation. Ping-Wei Soh et 
al. (Soh, Chang, and Huang 2018) forecasted air quality of Taiwan and Beijing before 48 hours using a combination 
of various neural networks such as artificial neural network, convolutional neural network, and LSTM.  

 
Nandigala Venkat Anurag et al. (Anurag et al. 2019) deployed an XGBoost model that uses meteorological data 

of Velachery, a fast-growing station in South India, and predicted AQI. Experimental results proved that XGBoost 
had shown a decline in error rate compared with other models such as neural networks, decision tree, and multiple 
linear regression. Thanongsak Xayasouk et al. (Xayasouk and Lee 2018) proposed a stacked Autoencoders model to 
predict the quality of air in South Korea. The performance of the model is evaluated using the metric RMSE, and the 
results are predicted for eight areas in South Korea such as Busan, Daegu, Daejeon, Gwangju, Incheon, Sejong, Seoul, 
and Ulsan.  
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To address the temporal and spatial dependencies of PM2.5 concentration simultaneously, Songzhou Li et al. (S. 
Li et al. 2020) proposed a deep learning model AC-LSTM, which includes CNN, LSTM, and attention-based 
network. This hybrid model is applied to air quality data of the city Taiyuan, China, and predicted PM2.5 concentration 
over the next 24 hours. Many reported works did not investigate the factors that influence PM2.5. The significance of 
features on PM2.5 is studied by Mehdi Zamani Joharestani et al. (Zamani Joharestani et al. 2019) by implementing 
random forest, XGBoost, and machine learning approach on Tehran, the capital of Iran. After eliminating unnecessary 
features, XGBoost gave the best results with R2 = 0.81 and RMSE = 13.58 µg/m3. 

 
Mangayarkarasi et al. (Mangayarkarasi et al. 2021) proposed forecasting model to predict annual PM2.5 and 

AQI using Seasonal Autoregressive Integrated Moving Average and Facebook’s Prophet Library with the samples 
collected from 23 Indian cities during the period January 2015 to July 2020. Adil Masood et al. (Masood and Ahmad 
2020) built two models using SVM and ANN on the meteorological inputs from the metropolitan city Delhi of two 
year periods from 2016-18 and proved that PM2.5 prediction is better with ANN. Since the daily lives at Delhi are 
affected worse, Chinmay Jena et al. (Jena et al. 2021) addressed the problem by developing a very high resolution 
operational air quality forecasting system.  

 
Chiou-Jye Huang et al. (C. J. Huang and Kuo 2018) predicted PM2.5 concentration for Beijing by employing the 

combined CNN and LSTM, called APNet. The performance metrics used to evaluate the work are MAE, RMSE, 
Pearson correlation coefficient, and Index of Agreement. Qian Di et al. (Di et al. 2019) used an ensemble model 
integrating neural network, random forest, and gradient boosting to predict PM2.5 from 2000 to 2015 for the entire 
contiguous United States. They proved that a single machine learning algorithm might underperform at a specific 
year, season, and location. In contrast, the ensemble model combining the outputs of all machine learning algorithms 
would improve the predictive performance. Thanongsak Xayasouk et al. (Xayasouk, Lee, and Lee 2020) applied 
LSTM and deep autoencoder models on air quality data obtained from 25 stations in Seoul, South Korea. They 
predicted PM2.5 concentration for the next ten days. Their study concludes that the performance of the LSTM model 
is superior to deep autoencoder model. 

 
 The exhaustive literature review reveals that LSTM gives better results for PM2.5 prediction in many works. 

Thus, we proposed to apply three variants of LSTM, namely, LSTM for regression, LSTM for regression using 
window method, and LSTM for regression with time steps for PM2.5 prediction in India.  

 
3. MATERIALS 

Study Areas 

In this work, the data is collected for five metropolitan cities of India, namely, Delhi, Mumbai, Kolkata, 
Bangalore, and Chennai from CPCB. The various stations at Delhi considered in this study are Anand Vihar, Ashok 
Vihar, Bawana, Dr.Karni Singh Shooting Range, Dwarka-Sector 8, Jawaharlal Nehru Stadium, and Shadipur. 
Similarly, the stations considered at Chennai are Alandur, Manali, and Velachery. The station in Bangalore, BWSSB 
Kadabesanahalli, and the station in Mumbai, Bandra, and finally, the two stations from Kolkata, Rabindra Bharati 
University and Victoria, are taken into consideration for analyzing the pollutant levels.  

 
The study areas in this work are as shown in Figure 2. The air quality of nation’s capital city Delhi is deteriorated 

to the worst in global level. Kolkata in the east has declined to Moderate Zone with 152 index value. Bengaluru, 
Chennai, and Mumbai remain in satisfactory zone. According to WHO, out of the 20 most polluted cities in the world, 
13 are in India [W6].  
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Figure 2a. Study area comprising five metropolitan cities of India. 
 
 
 

 
 

Figure 2b. Hazardous pollution level in Delhi (Source : Pollution crisis in India: Before you breathe, 
check out air quality index of your city today - Oneindia News) 
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Figure 2c. Unhealthy pollution level in Mumbai (Source : Pollution crisis in India: Before you breathe, 
check out air quality index of your city today - Oneindia News) 

 

 
 

Figure 2d. Unhealthy pollution level in Bengaluru (Source : Pollution crisis in India: Before you breathe, 
check out air quality index of your city today - Oneindia News) 

 

 
 

Figure 2e. Unhealthy pollution level in Chennai (Source : Pollution crisis in India: Before you breathe, 
check out air quality index of your city today - Oneindia News) 
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Figure 2f. The results of satellite data derived Surface PM2.5 Concentrations 
(Source: West Bengal Pollution Control Board. Accessed from:  

http://www.wbpcb.gov.in/writereaddata/files/ comprehensive%20air%20quality%20action%20plan%20(3).pdf) 
 

Figure 2. Details of PM2.5 concentration in study areas. 
 
Dataset 

The meteorological features such as Barometric Pressure (BP), Relative Humidity (RH), Wind speed (WS), and 
wind direction (WD) are collected in addition to PM2.5 for every 15 minutes from 14 stations throughout India. The 
data is collected for one-year duration from the period May 01, 2019, to April 30, 2020, with each station contributing 
35039 rows of information and hence a total of 490546 rows in the dataset. The dataset is preprocessed to remove 
the null values, and the rows of information with PM2.5 values not exceeding 250 μg/m³ are considered resulting in 
209216 rows. The details of the dataset are as shown in Figure 3. 
 

 
 

Figure 3. Details of the Dataset used in the study. 
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The sample data from the dataset is shown in Table 2 for visualization. 
 

Table 2. First five rows of the dataset. 
 

 PM2.5 BP RH WS WD 

0 8.00 1032.0 67.07 0.97 243.77 

1 60.85 1031.9 73.63 1.14 69.07 

2 35.34 1031.8 56.73 0.14 327.98 

3 71.13 1031.7 36.79 1.49 173.51 

4 35.68 1031.3 0.00 1.11 114.31 
 

The statistical summary of the dataset such as count of nun null observations, mean of the values, standard 
deviations of the observations, maximum value, minimum value, and percentiles (lower 25%, upper 75%, and median 
50%) are as shown in Table 3. 
 

Table 3. Statistical summary of the variables in the dataset. 
 

 PM2.5 BP RH WS WD 

count 209216.000000 209216.000000 209216.000000 209216.000000 209216.000000 

mean 50.811938 929.804218 62.606710 0.994761 173.055102 

std 35.535513 99.727319 22.164266 0.833194 99.593779 

min 0.010000 700.010000 0.000000 0.010000 0.000000 

25% 23.000000 912.400000 48.100000 0.400000 82.700000 

50% 42.370000 980.600000 65.130000 0.830000 170.800000 

75% 70.900000 993.800000 80.000000 1.300000 259.160000 

max 150.000000 1032.000000 100.000000 10.330000 360.000000 

 

4. PROPOSED METHODS 

4.1 LSTM Model 

The major drawback with recurrent neural networks is its inability to retain memory. For lengthy sequences, 
they would have a tough time bringing knowledge from the earlier phases to apply to the later ones. This is because 
of the vanishing gradient problem faced by recurrent neural networks. The vanishing gradient problem is observed 
when the neural network learns through backpropagation based on gradient. During this learning phase, the weights 
of the network are updated in relation to the partial derivative of the error function concerning the current weight.  
This weight update at some iterations where the gradient may be extremely small is prevented from doing so. This 
forced the network to stop learning further. Thus, recurrent neural network loses its memory. 
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The drawback with a recurrent neural network is overcome by LSTM. LSTM models are very powerful, 
particularly for long short-term memory retention. It is an effective machine learning algorithm that can look at the 
past of the data series and accurately forecast what the upcoming elements of the series will be. Applications of 
LSTM are many and to mention few, robot control (Mayer et al. 2006), time series prediction (Munich 2001), speech 
recognition (Graves, n.d.), handwriting recognition (Graves, n.d.), airport passenger management(Orsini et al. 2019), 
and sign language translation (J. Huang et al. 2017) etc. 

 
LSTM remembers the sequential data in which data at time t depends on data at time t-1. The three gates, that 

is, input gate, forget gate, and output gate, are available in each neuron of LSTM. The previous message neurons are 
connected to the current message neurons, and thus, the LSTM gates are used to solve the long-term dependency on 
the data. LSTM has memory blocks that are connected with each other through layers. The block contains gates, 
which decide the state of the block. The gates are responsible for remembering or forgetting the information during 
training. It is accomplished using a sigmoid function. The value of this function squishes between 0 and 1. When the 
data is multiplied by 0, it is forgotten, and when multiplied by 1, it is remembered. There are three types of gates in 
the block as explained. 

 
• Forget gate: this gate is responsible for forgetting or retaining the information. It considers ht-1 and xt and 

produces the output with a value between 0 and 1. A 1 indicates to maintain the data, and 0 means to get rid 
of the information.  

ft=σ
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Wf[ht−1,xt]+bf 

 
(1) 

 
where ft represents the forget gate at time t, ht−1 is a hidden vector in previous time step, xt is the input at the 

current time step, b is the bias, and σ is the sigmoid function. W is the weight matrix used to transform the 
information as vectors. 

 
• Input gate: this gate is responsible for updating the state of the block. The sigmoid function with previous 

hidden state and the current input transforms the value between 0 and 1. Thus, it conditionally decides which 
input value can update the state of the block. 
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.
Wf[ht−1,xt]+bi 

 

 
(2) 

where it represents the input gate. 
 

• Output gate: this gate is responsible for determining the next hidden state with the current input and previous 
hidden state. 

ot=σ
.
Wo[ht−1,xt]+bo 

 

 
(3) 

where ot represents the output gate. 
 
Thus, each unit in LSTM acts like a state machine maintaining current state, previous state, the current input, 

and next state. The weights for forget, input, and output gate are learned during the training phase. The architecture 
of LSTM network is shown in Figure 4. 
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Figure 4. Architecture of LSTM network (reproduced from [W5]). 
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 4.2 Model Performance Evaluation 
 
The metric used to evaluate the performance of the proposed model is the root mean square error (RMSE) 

between measured PM2.5 values and predicted PM2.5 values. The formula for calculating RMSE is as follows: 
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =	'(
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   where Pm and Pr are the measured and predicted PM concentrations, respectively, and N is the number of 

measured values.  
 
The other metric used to evaluate the performance of the proposed model is the coefficient of determination 

(R2), a statistical measure indicating the closeness of data fitting the regression line. The interpretation of RMSE and 
R2 is that the high value of R2 and the low value of RMSE indicate the best fit.  

 

5. RESULTS AND DISCUSSIONS 

5.1 LSTM for Regression 

In this study, the input data considered are PM2.5 concentration data along with meteorological data consisting 
of barometric pressure, relative humidity, wind speed, and direction collected from five metropolitan cities of India. 
The output is the prediction of PM2.5 concentration.  

 
The required Keras deep learning library is imported using Python code and Google Colab environment is used 

for implementation. As there is no uniformity in the magnitude of the values of available independent features, feature 
scaling must be employed to standardize the values at a uniform scale. In machine learning algorithms, scaling is 
done, so that a feature with high magnitude does not over dominate features with low magnitude. The contribution 
of all the features of the model can then be compared at the same level. In this research work, a min-max scalar is 
employed, which translates each feature to have the values between 0 and 1. 

 
The sequence of data in the training set is very crucial for time series prediction. Thus, the dataset is carefully 

inspected for the sequential ordering of information. The dataset is then split to consider the first 90% of observations 
as the training set and the remaining 10% of observations as the test set. Here, the parameter lookback is set as 1, 
which indicates the number of previous steps to consider for predicting the next step.  

 
LSTM network has one input, four hidden LSTM layers, and an output layer. The various steps adopted in this 

work for PM2.5 prediction are shown in Figure 5. The performance of the three LSTM models is compared in terms 
of RMSE and R2. The different combinations of epoch and batch size are tried, and the optimal results are obtained 
with 64 epochs and batch size as 32. 
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Figure 5. Workflow for predicting PM2.5 concentration using three variants of the LSTM model. 

 
The predictions are generated using the LSTM model for both the training and testing data to assess the 

performance of the model, as shown in Figure 6. The graph is plotted using the tools like numpy, pandas, and 
matplotlib in python. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. PM2.5 prediction using LSTM model for Regression. 
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In the data plot, the original dataset is shown in blue color, the prediction of the training set in green color, and 
the prediction of the unseen test set in red color. It is seen that the model performs a good job in fitting both training 
and test data. The RMSE and R2 values obtained with LSTM model for Regression are shown in Figure 7. The result 
shows that the model has an average error of 10.758μg/m3 for the training set and 11.472μg/m3for the test set. The 
value of R2 obtained with training and testing set is 0.907 and 0.902, respectively, which indicates that the model is 
the best fit for PM2.5 prediction. 

 

 
 

Figure 7. RMSE and R2 values obtained with LSTM model for Regression. 
 

5.2 LSTM for Regression using Window  

Another variant of LSTM is built by increasing the size of the Window, in another way, looking back multiple 
recent time steps to obtain the prediction for the next time step. In this study, the size of the Window, that is, the 
parameter lookback, is set as 3. This implies that observations at t-2, t-1, and t are considered to predict the output at 
t+1. 

Again, the predictions are generated using the LSTM model with window size as 3 for both the training and test 
data to assess the performance of the model as shown in Figure 8.  
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Figure 8. PM2.5 prediction using LSTM model for Regression with increased window size. 

 
The RMSE and R2 values obtained using the LSTM model for Regression with window size as 3 are shown in 

Figure 9. 
 

 
 
Figure 9. RMSE and R2 values obtained using the LSTM model for Regression with increased window size. 

 
The result shows that the model has an average error of 10.396μg/m3 for the training set and 11.610μg/m3for 

the test set. The score of RMSE for the training set is improved when compared with the previous variant, but the 
error with the test set is increased. Even then, the value of R2 as 0.913 with the training set and 0.900 with test set 
indicates that the model can be used for PM2.5 prediction. 
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parameter lookback, is set as 3. This implies that observations at t-2, t-1, and t are considered to predict the output at 
t+1. 

Again, the predictions are generated using the LSTM model with window size as 3 for both the training and test 
data to assess the performance of the model as shown in Figure 8.  

 



Application of LSTM models in predicting particulate matter (PM2.5) levels for urban area86
 

5.3 LSTM for Regression with Time steps 
 
Another variant of LSTM is built using a time step as one of the input features. This is accomplished by 

reshaping the input to accommodate the time step. 
 
Again, the predictions are generated using the LSTM models with time steps for both the training and test data 

to assess the performance of the model as shown in Figure 10.  

 
Figure 10. PM2.5 prediction using LSTM model for Regression with time steps. 

 
The RMSE and R2 values obtained using the LSTM model for Regression with time steps are shown in  

Figure 11. 

 
 

Figure 11. RMSE and R2 values obtained using the LSTM model for Regression with time steps. 
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The result shows that the model has an average error of 10.329μg/m3 for the training set and 11.616μg/m3for 
the test set. The score of RMSE for the training set is improved when compared with the previous variant, and the 
score with test set remains the same. Again, the value of R2 obtained with training and test set is 0.914 and 0.900, 
respectively, which indicates that the model is the best fit for PM2.5 prediction. 

 
The RMSE and R2 values are used to compare the results obtained using the LSTM for Regression, LSTM for 

Regression with Window, and LSTM for Regression with time steps, as shown in Table 5. Table 5 clearly shows that 
all the three models performed well for PM2.5 predictions, and no model is superior to the other. However, the 
experiments are carried out using different combinations of epoch and batch size and obtained the best results with 
64 epochs and batch size as 32. Once the values are tuned, increasing window size or inclusion of time steps to LSTM 
model does not show improvements in the performance.  

 
Table 5. Comparison performance for predicting PM2.5 concentrations using three variants of LSTM models.   

 

Type of LSTM Models 
RMSE R2 

Training Testing Training Testing 

LSTM Network for Regression 10.758 11.472 0.907 0.902 

LSTM for Regression Using the Window Method 10.396 11.610 0.913 0.900 

LSTM for Regression with Time Steps 10.329 11.615 0.914 0.900 

 
The worst RMSE value we obtained in this study is 11.472μg/m3, but comparatively, it is far better than others 

who carried out researches with air quality data of India. To cite an example, Mohit Bansal et al. (Bansal, Aggarwal, 
and Verma 2019) used LSTM model to predict PM2.5 of Delhi, the capital city of India, and they obtained RMSE 
value of 24.55 μg/m3. Similarly, in another work by Anurag et al. (Anurag et al. 2019), XGBoost is used to predict 
air quality of Velachery, a fast developing station in Chennai, South India. They obtained RMSE value of 15.97μg/m3. 
The lowest RMSE value obtained by Songzhou Li et al. (S. Li et al. 2020) for predicting PM2.5 in Taiyuan city, 
China, is 13.01. The comparison with the existing works on air quality prediction in India proved that our results are 
superior to others. 

 

6. CONCLUSION 

Accurate air pollution forecasting helps create awareness among people and government to take the necessary 
actions to curtail the pollution, thereby leading to healthy lifestyle. As an illustration, the decision taken by the 
Supreme Court of India in 2017 to prohibit the selling of firecrackers seems to be a move in the right direction to 
minimize serious health consequences in the country. Thus, it became an inevitable endeavor for researchers to 
analyze the pollutant levels of a country periodically. In this study, the PM2.5 concentration of India is predicted using 
three variants of LSTM model based on the meteorological data collected from five metropolitan cities. The data is 
collected for one-year duration from the period May 01, 2019, to April 30, 2020, at 15-minute interval. The optimal 
parameters of the model such as number of epochs as 64 and batch size as 32 are determined for the training set used 
in this study. The prediction of PM2.5 concentration is done for the next 15 minutes. The results comparison shows 
that there exists no major deviation between the predicted results and actual observations. The coefficient correlation 
of the three proposed LSTM models is almost the same, which is around 0.9, which indicates the reliability of the 
model. This work can still be extended into a more generalized model for PM2.5 prediction of India in future by 
considering the data from a greater number of stations throughout India. Amid rising levels of air pollutants in India, 
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the number of measurement stations is still insufficient to analyze accurate PM levels across the country. Also, this 
study does not consider the increased emissions from vehicles and industries, which can be addressed in the future.  
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