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ABSTRACT

In this paper, a novel watermarking technique for the tamper detection of text images is pro- posed.
Entropy of every sentence is computed and Markov matrix using the occurrences of the characters is used to
generate a character pattern. Entropy and character patterns are converted to Unicode Zero Width Characters
(ZWCs) by using a lookup table. The ZWCs of entropy of each sentence is embedded at the end of every sentence
after terminator. ZWCs of the character patterns are embedded in the end of the text of the image. On receiver side,
Z\WCs are extracted and converted to numerical form using the same lookup table. Entropy of every sentence and
character patterns are recalculated and compared with extracted values for tamper detection. Comparison of
technique with existing state-of-art techniques shows the effectiveness of the proposed technigue.

Keywords: Text watermarking: Tamper Detection: Unicode Zero Width Characters: Entropy: Integrity
Rate.

INTRODUCTION

Application of digital media is increasing exponentially day by day. Digital media like text, audio, video
and document are transferred through unsecured communication channel which needs a security malicious attack.
Document and text media contains important information like personal information, bank account information and
these types of information always needs more security as compared to other media. Different methods like
encryption and decryption are used to provide the security to digital media. Watermarking is one of the approaches
which is used to provide protection and authentication to a digital media.

Entropy of the text data is one of the attributes that can be used to embed the watermark. Most frequently
occurred with smallest font size in document are identified and suitable regions are selected based on entropy
variations (Kurup et al., 2007). Entropy of the sentencesin Chineses text is utilized by Yingjie et al. (2010) to
generate the watermark. The entropy is calculated by using the word frequency and further used to select the crucial
sentences to embed the watermark. The watermark is constructed by using order of the crucial sentences. Given the
complexity of Chinese text semantics, a sentence with a high word frequency possesses larger entropy.

Entropy is used to identify least distortive area in which embedding of the data can be done. Blocks with
the small font size are selected to embed the secret bits (Khan et al., 2011). Unicode space characters is utilized
by Por et al. (2012) to increase the embedding efficiency and it also supports reversible method. Lossless
watermarking and digital signatures are used to secure digital images (Umamageswari et al. 2014). The
homogeneity of pixels is examined in order to discover possible cover image blocks to which watermark image
blocks can be applied, preserving the visual quality of the watermarked images (Varghese et al. 2015). The features
of Chinese sentences are utilized by Liu. etal. (2015). The text of document is divided into sentences and semantic
code of each word is used to calculate its entropy. The sentence entropy, relevance, weighing function and length
are used to calculate the weight of each  sentence. The generated key is encrypted and stored with Certifying
Authority. Al-Maweri et al. (2016) proposed a text watermarking on the basis of Unicode extended characters.
The Unicode extended characters are used to embed the watermark bits in the text. Alotaibi and Elrefaei (2017)
proposes a text watermarking on the basis of open word space for Arabic text. In the first method, Dotting feature
in Arabic text is used to embed pseudo-space after and be- fore the normal space. In the second method, embeds
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the pseudo-space and zero width space to increase the capacity. Naqvi et al. (2018) proposed a multilayer partially
homomorphic encryption text steganography based on zero steganography approach. To increase capacity characters
of cover message are replaced with the characters of secret message. Robustness is increased by using the
multilayer encoding concept. An instance-based learning algorithm is proposed by Ahvanooey et al. (2020)
proposed for Latin text watermarking. Zero width Unicode char- acters are used to convert the watermark into
invisible form. This watermark can be extracted to provide proof of ownership. Zero based text watermarking
using Effective Characters List (ECL) is proposed by Saba et al. (2020). ECL is used to enhance the fragility of
watermark. The technique is evaluated using attacks like deletion, reordering and insertion.

The existing authentication techniques applicable to text images are language dependent. Mostly
techniques are applicable to English text and some are applicable to Arabictext. To re- move this limitation, a
novel text watermarking technique based on entropy of each sentence

and character patterns of the cover text is proposed. ZWCs of entropy of every sentence andof character
patterns is generated and embedded in the cover text image. These ZWCs values are extracted for the tampered
detection process, when needed. This technique is language independent and is applicable to text images of any
language. Only need to identify the terminator of sentence, as it changes from language to language.

This paper is organized as follows: Unicode standard and entropy used in proposed technique are

discussed in preliminary section. Proposed technique is described followed by experimental results. Finally,
conclusion and future scope are discussed.

PRELIMINARY
This section presents a brief description of the Unicode standard as well as encoding pattern and entropy.
UNICODE STANDARD
The Unicode is a standard defined that is used to represent, encode and handle a digital text. Unicode
have specific ZWC which are used to handle specific entities like zero width joiner combines two supportable
characters together in particular language [1]. There are four ZWCs used to embed the encoding value in cover

text, as shown in Table 1.

Table 1. Unicode zero width characters

ZWC Hexadecimal Code Symbol Used
Left to Right Mark U + 200E No symbol/width
Zero Width Non-Joiner U +200C No symbol/width
POP Directional U+ 202C No symbol/width
Left to Right Override U + 202D No symbol/width

Table 2 contains the encoding pattern of ZWCs. This pattern helps to generate a ZWCs ofa value in the invisible
form and image visual quality is not degrading after an embedding process.

Table 2. Encoding pattern of ZWCs
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Value Two ZW Hex Codes Value Two ZW Hex Codes
0 200E + 200E 5 200C + 202C
1 200E +202C 6 200C + 200D
2 200E + 202D 7 202C + 202C
3 200E + 200C 8 202C + 200C
4 200C + 200E 9 202C + 202D
0 200C + 200C

ENTROPY

Entropy is the measurement of randomness and it provides the amount of average information. It is defined as

X0 == pi logs () M
k

where Kk is the number of gray levels and px is the probability associated with gray level k. Entropy of a sentence
depends upon the occurrence of characters in the word and independent of the language used.

CHARACTER PATTERN GENERATION USING MARKOV MATRIX

Characters are the smallest elements in a text’s structure. In proposed technique, occurrence of the
characters is used to create a Markov matrix. This matrix is used to create a character pattern. For matrix
generation, all of the characters in the text are converted to small cases and a list of all of the document’s characters
is created. This list is used to generate a Markov Matrix, M, as shown below:

2

Where, c; refers to an element of list, ¢;; is the number of immediate appearances of ¢; after c; in the document,
* denotes the transition point, and P; shows the transition pattern of each element of the list. The sum of each
row in the given matrix is 1 and none of the list elements are negative.

PROPOSED TECHNIQUE

In this section, embedding, and extraction algorithms of the proposed technique arediscussed. Main goal
of the text watermarking scheme is to tamper detection in the text image by embedding a ZWecs of entropy after
every sentence. The basic idea of the proposed technique is that if during transmission, some words or even letters
of the cover text are changed, then the frequency of the occurrence of the letter changes. This change is reflected
in the value of the entropy. The value of the entropy embedded in the end of each sentence is compared with newly
calculated value. This comparison is used to find the tamper of the text. Flowchart of proposed technique is shown
in Figure 1.
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2 Co;/er Embeddhing Extraction Cover
ext Image Algorithm e i
’ v re— _ Algoritin Text Image
Received
Text Image Text Image

Fig 1. Text Watermarking Scheme

EMBEDDING ALGORITHM
Step i. Calculate the entropy E; of every sentence of the cover text using (1), where i =1, 2, ...

Step ii. A terminator is selected at end of every sentence that changes language to language like . is used in
English language while °|” in Hindi as well as in Punjabi language.

Step iii. Convert E; to ZWCs by using the mapping given in Table 2.
Step iv. Convert each character of the cover text into lower case and count the total occurrence of each character.
Generate a Markov Matrix M, as shown in (2). Embed the pattern of the cover text in the end of the cover text by

converting into ZWCs given in Table 2.

Step v. Embed ZWCs values of the entropies at end of sentence and ZWCs of the character pattern in the end of
the cover text.

Step vi. Generate the Watermarked Text Image CT,,.

EXTRACTION ALGORITHM

Step i. Read the Watermarked Text Image CT,,.

Step ii. Calculate the entropy E; of every sentence of the Watermarked Text Image using (1), where i =1,2, ...

Step iii. Generate the character pattern of each character k by using Markov Matrix M, as  shown in (2) and
store into Py.

Step iv. Extract ZWCs of entropy of every sentence of the Watermarked Text Image and ZWCs of each char-
acter pattern.

Step v. Convert ZWCs of the entropies of the i** sentence to a number E/ and character pattern of each
character P, by using Table 2.

Step vi. Compare E; and E; for each i where i =1, 2, ....

if E; == E|
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Then i*" sentence of the Watermarked Text Image is not tampered, otherwise, it is tampered and use the character
patterns P, and P, to find the tampered words.
EXPERIMENTAL RESULTS AND ANALYSIS

Proposed technique is implemented in R2019a version of MATLAB tool. Textimages, having the contents
used by the existing state-of-art techniques, are used as the cover images. Different watermark is also considered
in this experimental analysis. This technique is language independent and can be used with the text of any language.

INVISIBILITY
The proposed technique does not degrade the quality of cover text due to embedding of ZWCs. ZWCs of

entropy is embedded at the end of every sentence according to the entropy of that sentence as shown in Figure 2.
Human Vision Systems is not able to detect the effect of embedding process.

Entropy value
0.5401 0.3812 0.8987 1.0490 1.0746
ZWCs
200E+200E+200C+200C+202C+2020+200C+200E+200E+200E+200C+200C+202C+2020+202C+200C+
200E+200E+200C+200C+202C+202D+200E+200E+200E+202C+200C+200C+200E+200E+200C+202C+
200E+202C+200C+200C+200E+200E+202C+202C

H AT AN FIAE |

TEET TATG AT BT T ok doTel Fieea ot RS &g o |

SoTehT SR TaTT 3 W o Higd 3N AHeae AT sa-T3 & Scehve 0T 8

"F ITOT A" SAGT TRIT Uch TATRISE hiadr & STHe TeH o ol A TS A g1l &l a I & |

OTCH fEaH & AT aET T, SHETo & T H, FTTHTH! T¢ Hiddl H= Ae aerel ¥ 5 TFaq 6|
Embed ZWCs of entropy after'|" of every sentence.
Fig 2. Embedding process Example

DISTORTION ROBUSTNESS
Distortion Robustness (DR) is computed with the help of Loosing Probability (LP) [1].

LP is calculated by using the sentences and total length of string. LP is equal to the number of sentences divided
by total length of string i.e LP = %5 where NS is number of sentences through the CT and LT is length of CT.

LT

If CT = [Once you stop learning, you start dying.]

then value of LP is determined by LP = .- =0.025. The probability of the DR is determined by P(DR) = [1-
0.025] = 0.975 = 97.5 %.
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Table 3. DR comparison with the existing techniques

Water- [Ahva- [Alot- aibi [[Naqgvi et |[Pati- burn [Por et al., [Ri-
mark (W) nooey etal., et al., al., (2018)] et al., (2012)]
Length of Proposed (2020)] (2017)] (2017)] zzo etal.,
CT (2017)]
CT Technique
Once you
stop learn-ing, you
start dying.
Albert 40 97.5 97.5 83.3 90 85 83.3 725
In the mid- dle of
diffi- culty lies
opportunity.
Einstein 45 97.7 97.7 83.3 84.4 85.6 83.3 57.7
Albert Ein-Unthinking
stein  |respect for
authority is
the greatest
enemy of 64 98.4 98.4 88.8 82.8 85.9 88.8 78.1
truth.
Great things in
business
are never done by
Steven one person. They
Paul Jobs |are done by a team
of people.
89 97.7 97.7 94.1 86.5 80.6 94.1 74.1
Beautiful people
are not
always
good, butgood
Ali ibn Abifpeople are always | 75 98.6 98.6 90.9 81.3 85.3 90.9 72
Talib beautiful.
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Don’t com- pare
yourself with
anyone in this
world. If you do
S0, you are
insulting yourself.

William 91 97.8 97.8 93 80.2 83.5 93.3 67
Henry
Gates |11
Table 3 describes the DR comparison with the existing technique. DR is calculated by using total number
of sentences and total length of string. The proposed technique and existing technique [1] follow the same rule to
determine the DR. This is reason DR of the proposed technique as well as existing technique [1] is same.
Table 4. Embedding Capacity comparison with the existing techniques
[Ahva- [Alot- [Nagvi et | [Pati- [Poret | [Ri-
nooey et aibi et al., burn et al.,
Water- CT Length Proposed al., al., (2018)] | al., (2012)] | zzo et
mark (W) of CT | Technique | (2020)] | (2017)] (2017)] al.,
(2017)]
Once you
stop learning, 40 6 6 3 4 6 1.7 2.8
you start dying.
Albert
In the middle of
difficulty lies
opportunity.
Einstein 45 6 8 3 7 6 1.7 3.8
Unthinking
respect for
authority isthe
greatest enemy
Albert of truth. 64 6 15 45 11 9 2.25 4
Ein- stein
Great things in
business are
never done by
one person.
Steven They are done
by a team of
people.
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Paul Jobs 89 12 32 8.5 12 11 4.25 7.2
Beautiful
people are not
always good,
but good people
Ali ibn are always 75 6 17 55 14 15 2.75 53
Abi Talib | beautiful.
Don’t compare
ourself with
anyone in this
world. If you do
S0, you are
insulting
yourself.
William
Henry
Gates 11 91 12 46 7.5 18 15 3.75 7.5

EMBEDDING CAPACITY

The entropy value of each sentence is converted into ZWCs before the embedding process. The
comparison with existing technique is shown in Table 4.

The comparison between the proposed technique and existing technique is shown in the Table 4. As
shown in Table 4, different external watermark is used by existing techniques for every string. But the proposed

technique embeds ZWCs of entropy value after every sentence. Embedding capacity of the proposed technique
depends upon number of sentences in a text.

PREVENTION AGAINST MALICIOUS ATTACKS

DELETION ATTACK

If a malicious user deletes the content of the watermarked text, then it can be detected with the help of
entropy value. Itis cleared from Table 5 that value of entropy in both cases have changed which shows that received
text has been tampered.

Table 5. Deletion Attack Example

Cover Text

is the greatest enemy of truth. Great things in business are never done by one person. They are done by a team of
people.

Once you stop learning, you start dying. In the middle of difficulty lies opportunity. Unthinking respect for authority

Entropy value

(Entropy of first sentence =4.0276, Entropy of second sentence=4.1313, Entropy of third sentence=4.0470, Entropy of
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fourth sentence= 3.8913, Entropy of fifth sentence= 3.6144)

Tampered Text

Once stop learning, you start dying. In middle of difficulty lies opportunity. Unthinking respect for authority is
greatest enemy of truth. Great things in business never done by one person. They done bya team of people.

Entropy Value

(Entropy of first sentence =4.0487, Entropy of second sentence=4.1008, Entropy of third sentence=4.0932, Entropy of
fourth sentence= 3.9086, Entropy of fifth sentence= 3.5988)

As shown in Table 5, red color words of cover text has been deleted by a malicious user attack and these
words are missing in the tampered text. The value of entropy and character patterns are changed due to deletion
of these words.

Figure 3 shows the deletion attack on Hindi cover text. Entropy of every sentence of cover text is
calculated as shown in the Figure 3. Entropy of every sentence is embedded behind every sentence individually
during the embedding process.

Cover Text
H AT W AR RLA G
e Tdie AT BIER ST o F9Tell Fiecd o RRIATOT H1d o
SASIHfaaT & Tahia & Higd A PIAFTH AIAdT STa=ATH &l Scae T &
" ITOT FA" 3eTchr T Ueh [aRive wiaar & o T o o gA T o e gl o At aree 2

AOTC T o 3T HORT T, FIedTer Bl HT W, HTT Hawh! T iaal H= Fel derell &9 7 T o
Entropy value
(Entropy of first sentence=0.9401, Entropy of second sentence=0.9812, Entropy of third sentence=0.8987,
Entropy of fourth sentence=1.0490, Entropy of fifth sentence=1_0746)
Tampered Text

HANAEHNE

&S Ta15 AT S o SoTell FMeed & RRIATT i o

AT RET & 9 & Hied 3R FrFEEaH sast & sewse AT

" ST ATOT T IeTehT T1I U Fidal & 5100 T2 GF & gAL TS SMa gl=T & g 9rea &

AUTCA TEaH o AT 3EET T, HIeATed JH, T Haw! TE Hiaal W=l He derell &9 7 TEdd o)
Entropy value

(Entropy of first sentence=0.9738, Entropy of second sentence=1.0063, Entropy of third sentence=0.9217,

Entropy of fourth sentence=1.0820, Entropy of fifth sentence=1.0731)

Fig 3. Deletion Attack Example

Figure 3 describe the tamper detection that is occurred due to deletion attack. The words shown with
underline are deleted from the cover text during deletion attack. The different values of entropy of every
sentence show that text has been tampered.

In the Figure 4, the cover text and its corresponding tampered text of Punjabi language are shown. The
words with underline in cover text are deleted from the tampered text.
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Cover Text
&l niflz 2 3 TR wififz wa
wii{Z 8 AET O o JIgHT LT
Wi &Y HE Hig' 87T 99 HET! ATE wirfen
Wi B [ He HAS WS HTS Sge Afd 31

Entropy value
(Entropy of first sentence=0.8060, Entropy of second sentence=1.1149, Entropy of third sentence=1.1743,
Entropy of fourth sentence=1.1279, Entropy of fifth sentence=1.0412)

Tampered Text
& wiftg B g g &g
wWig AEEd &5 JayiE urfanr
WiHZ &TH HE T 9 A AT W

Entropy value
(Entropy of first sentence=0.7832, Entropy of second sentence=1.1692, Entropy of third sentence=1.1991,
Entropy of fourth sentence=1.1642, Entropy of fifth sentence=1.0354)

Fig 4.Deletion Attack Example

Entropy values and Character Patterns each character of cover and tampered text are different. These
differences show that both the text is different. On this basis, one can say that the proposed technique is able to
detect the deletion attack.

INSERTION ATTACK

A malicious user can insert extra word in the cover text during transmission time is known as an insertion
attack. Due to change in the entropy value, the proposed technique is able to detect insertion type of tampering.

Table 6. Insertion Attack Example

Cover Text

Once you stop learning, you start dying. In the middle of difficulty lies opportunity. Unthinking respect for
authority is the greatest enemy of truth. Great things in business are never done by one person. They are
done by a team of people.

Entropy value

(Entropy of first sentence =4.0276, Entropy of second sentence=4.1313, Entropy of third sentence=4.0470,
Entropy of fourth sentence= 3.8913, Entropy of fifth sentence= 3.6144)

Tampered Text

Once you stop the learning, you start dying. In the middle of difficulty lies a opportunity. Unthinking
respect for authority is the greatest enemy of a truth. Great things inbusiness are never done by one from
person. They are not done by a team of people.

Entropy Value

(Entropy of first sentence =4.0522, Entropy of second sentence=4.1650, Entropy of third sentence=4.0393,
Entropy of fourth sentence= 3.9825, Entropy of fifth sentence= 3.6240)
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Table 6 shows the result of insertion attack by a malicious user. Red words are inserted in the cover text
during the attack. Values of entropy is changed due to insertion of words as shown in Table 6. Only one alphabet
insertion effects entropy as shown in Table 6.

Figure 5 describe the example of insertion attack on Hindi language. Some words are shown with
underline inserted within the original cover text. These words are inserted due to insertion attack by a malicious
user.

Cover Text
HAA AL A G |
EET TATE AT ST #N o GeTell W Taed o RIHTT i o |
IAHTHAT & U & Hied HFHEETH AT saATH A Icwse A f|
"3 ATOT HeA" Sk TRIcT Uk TAfRISe iaar & s T g S 5 AN TS 2id gl &l sia e &)
AOTC TaH o [T HTET T, FIeITer T AT, T Hao! T5 Hiaan 3= Hel F9Te T H T&d o]
Entropy value
(Entropy of first sentence=0 9401, Entropy of second sentence=0.9812, Entropy of third sentence= 0.8987,

Entropy of fourth sentence=1.0490, Entropy of fifth sentence=1.0746)
Tampered Text

HANO AR A A |

AEEE Vi AT BT ST 3! o deTell Aiecd o R TATT 6 o |

I AT # Wahfe & Higd TR 3R Sleidd AdRT sTaeTst &7 3chve fa=oT 8|

" ST AT0T A" IThT Tl U Fafise Siaar & et TuH G & gA TS g gla & aitga e
[EELI]

AOTCA TaH o T 3ET O, FIeATerd T AU H, HEA AT TG TF R 0= Hel F9Tel §T H
T &

Entropy value
(Entropy of first sentence=0.9308, Entropy of second sentence=0.9680, Entropy of third sentence=0 8834,
Entropy of fourth sentence=1.0257, Entropy of fifth sentence=1.0553)

Fig 5. Insertion Attack Example

As shown in Figure 5, entropy of cover text is different as compared to tampered text. Change in the
entropy is occurred due to insertion some words in the original text. A change in entropy means that cover text has
been tampered.

Figure 6 shows the Punjabi language cover text and its tampered text. The entropy of both texts is different
as shown in Figure. The words with underline are inserted during the insertion attack.

Cover Text
mr oif2 24 A e olfijz wio
wift{Z 22 rew A s Il e
wifi{= Few iz afs 5
WiHZE & W WE BT I8 AEC HE wrie
wifiF 3G famifs s Wis wanis SaaAia g

Entropy value
(Entropy of first sentence~0.8060, Entropy of second seotence=1_1149, Entropy of third sentence=1 1745
Entropy of fourth sentence=1 1279, Emtropy of fifth sentence=1 0412)

Tampered Text

are oifiz 24 A oz A wfa

nifi{z 28 rev 3 arae 29 Foufy wise

nifi{2 sae 28 Wiz ofs et

i3 7Y e W ST gje A g W L
wiikF AG T e 5 HE WA WEHs J1a8 Higl ara

Entropy value
(Entropy of first sentence<d 8226, Entropy of second semtence=1 0991, Entropy of third sentence={ 1883
Entropy of fourth sentence=1_1207, Entropy of fifth sentence~1 0203

Fig 6. Insertion Attack Example
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As shown in Figure 6, entropy value is changed due to insertion attack. Different entropy means that the cover
text has been tampered.

TAMPERED ATTACK

In this type of attack, a word is altered from a malicious user. Due to alteration of a word, entropy value always
effects as shown in Table 7.

Table 7. Tamper Attack Example

Cover Text

Once you stop learning, you start dying. In the middle of difficulty lies opportunity. Unthinking respect for
authority is the greatest enemy of truth. Great things in business are never done by one person. They are
done by a team of people.

Entropy value

(Entropy of first sentence =4.0276, Entropy of second sentence=4.1313, Entropy of third sentence=4.0470,
Entropy of fourth sentence= 3.8913, Entropy of fifth sentence= 3.6144)

Tampered Text

Once you stops learning, you start dying. In the middles of difficulty lies opportunity. Unthinking respects
for authority is the greatest enemy of truth. Great things in business are never do by one person. They are
done by an team of people.

Entropy Value

(Entropy of first sentence =4.0036, Entropy of second sentence=4.1525, Entropy of third sentence=4.0500,
Entropy of fourth sentence= 3.9251, Entropy of fifth sentence= 3.6416)

The words with red color are altered due to tampered attack by a malicious user as shown in Table 7. The
entropy of every sentence is changed due to alter a word. So, the proposed technique is able to detect these types
of tampering with help of entropy value.

Cover and tampered text are shown in the Figure 7 of Hindi language. Entropy value of both the text is
calculated as shown in the Figure.

Cover Text
AARO R IR G
TET 3G A1 BT $IRA & derel Writed & MRET S 4
ST TRIAAT 31 W FIGd T WA ST WISATaN 1 3epee SaeT §
T AT F IAGT TIT U SATTE i & FAEh GUR G T §A IS A g B Sa N &
TOTETS RO 3 AN HOET W, W B AT H, HT9FAR T R 59 A S w9 S v 8

Entropy value
(Eatropy of first sentence=~0. 9401, Entropy of second sentence=0. 9812, Entropy of third sentence~0). 8987
Entropy of fourth sentence=1.0490, Entropy of fifth sentence=1.0746)

Tampered Text

Aumndomsd

TTEST TG AT ST ST o AT oed h RT I o

I HRA & 9eia & W 3 Sy AadE sEa i s e g

IS T FHe S 110 v A w3 & et qus ez ot gEarfa e g el w8

TUTER Ta & W VT W, T B AT H, MW AT S0 N A a9 59 A W
Eatropy value

(Entropy of first sentence=0 9790, Entropy of second sentence=1 0093, Entropy of third sentence=0 9132
Eatropv of fourth sentepce=] 0631, Entropy of fifth sentence=1 0879)

Fig 7. Tamper Attack Example
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As shown in the Figure 7, entropy value of both the text is different. The entropy value is different of
both the text due to some words are tampered due to tampered attack. The words with underline as shown in Figure
7 are tampered of the cover text. At the base of entropy value, the proposed technique can detect the tampered
text.

Figure 8 describe the cover and tampered text of Punjabi language. The words with underline are altered
word of cover text. These words are altered due to tamper attack.

Cover Text
& wiii{z 2e J gAT g &g
wii{Z B AET J o JIgHT L
Wi &Y HE Hig 5T 919 AES ATE v
wiH{Z B [ Hes HAS WEATS So8 Al I

Entropy value
(Entropy of first sentence=0.8060, Entropy of second sentence=1.1149, Entropy of third sentence=1.1745,
Entropy of fourth sentence=1.1279, Entropy of fifth sentence=1.0412)

Tampered Text
&5 iz 2 I T uifig &fa
Wiz B9 A9 J Faa Jayi U
w3 e ifE ofe =
wifH=Z B A HisT Srar 919 AEer A W
wiHZ & famies 1e #AE waAls Jaa Al I

Entropy value
(Entropy of first sentence=0.8306, Entropy of second sentence=1.1505, Entropy of third sentence=1.2235,
Entropy of fourth sentence=1.1586, Entropy of fifth sentence=1.0693)

Fig 8. Tamper Attack Example

It is clear from the Figure 8, entropy value is changed due to tamper attack. Different entropy value means that
cover text has been tampered as shown in Figure 8.

INTEGRITY RATE

A malicious user can alter or add any extra word in the text during the transmission process. Integrity
rate IR of a technique is ability to detect a malicious user’s activity. The proposed technique can detect different
types of activities like alter or add any word in the text. From the Tables 5, 6 and 7, it is cleared that proposed
technique works for different types of attack and its IR is 100%.

IR of the proposed technique is compared with Ahvanooey et al. (2020). The results of this comparison are shown
in Table 8.

Table 8. Comparison of IR with the existing technique

Original CT Compromised CT Ahvanooey et al. (2020) | Proposed Technique
Once you stop learning, you |[Once you discontinue learn- ing, you 86 % 100 %

start dying. start dying.

In the middle of diffi- culty  |In the medium of hardship lies 71 % 100 %

lies opportunity. opportunity.
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Unthinking respect for,
authority is the greatest enemy
of truth.

No thinking about authority is the
greatest enemy of truth.

82 %

100 %

Great things in business are
never done by one person. They|
are done by a team of people.

Great earnings in business are never
achieved by one person. They are done
by a team of people.

84 %

100 %

Beautiful people arenot always
good, but good people are
alwaysbeau- tiful.

Beautiful persons are not al- ways
good, but good persons are always
look beautiful.

62 %

100 %

Don’t compare Yyour- self with
anyone in this world. If you do

Do not compare yourselfwith anyone
in this world. If you do so, you are

S0, you are insulting yourself. [offending your- self. 74 % 100 %

Table 8 describes the comparison of IR between the proposed technique with the existing technique. The
idea behind the IR to verify the integrity and originality of the watermarked text. If an unauthorized user
manipulates CTy and the technique can detect this manipulation process is known as IR of the technique. The
proposed technique can detect tampered occurred due to different types of attacks. This is the reason that IR of the
proposed technique is 100% in every case.

VISUAL ATTACK

In the embedding process, Unicode ZWCs of entropy value are embedded into every sentence of CT. The
embedding trace of ZWCs is usually invisible to the HVS and not easy to a malicious user to trace these invisible
entropy values.

CONCLUSIONS

In this paper, a text watermarking technique for tampered detection of text images based on Uni- code ZWC
and entropy has been published. ZWCs of entropy of each sentence are embedded at the end of the sentence. The
quality of text will not degrade due to embedding of ZWCs. The proposed technique can detect the tamper occurred
due to attack like insertion, deletion and tampering attack. The IR of the technique is 100% and provides good
embedding capacity as well as good tamper detection capability against different attacks.
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