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ABSTRACT

Present paper reports the development of an automated machine vision system for detection of foreign materials
in wheat kernels using regional color descriptors. The said system was executed in the form of an integrated flowing
pipeline after having proper choice of different possible alternatives at different stages of image processing. A new
type of surface color descriptor is also proposed in this work to define wheat kernel uniquely. The fifteen-clement
color descriptor is executed after having thorough comparison of six different color spaces, each having 72 separate
quantifiable components. The fifteen elements of the proposed color-descriptor, extracted from each segmented
region of the sample image, are concatenated in the form of an input to the neural classifier. The neural classifier is
trained with Levenberg-Marquardt (LM) learning algorithm to achieve extremely fast convergence. The recognition
rate of the executed classifier is found to be more than 99.2% for detection of impurity in unconnected wheat kernels.
The results of present investigations are quite promising. The proposed pipeline has potential future in the field of
machine vision based quality inspection of wheat and other cereal grains.
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1. INTRODUCTION

India is an agricultural country with 50% of its living population indulged in agriculture for earning livelihood
(South Asia, 2020). This amounts to a contribution of 15% of total GDP of India. Such low percentage of GDP
indicates that production in agriculture field in India is not remarkable. One of the main reasons of this low production
is the use of conventional methods of crop-cultivation including quality inspection of agricultural produce till-date.
The increasing demand as well as awareness in consumers has led to improvement in inspection methods of these
products. This in turn has necessitated the urgent requirement to develop efficient methods of quality inspection of
agricultural produce (Maheshwari, 2013). Grain is one of the important foods in the world as a source of nutrition.
Determination of grain type (class) as well as its quality is very crucial at every stage of grain postharvest handling.
Traditional manual analysis based grading of grains has many limitations and certain drawbacks. It is highly
subjective due to anthropogenic as well as environmental influences on human perception (Maheshwari, 2013).
Moreover, such methods are inefficient and time-consuming and very much prone to grading inconsistencies on
account of these influences (Maheshwari, 2013). Therefore, need of the hour is to develop an efficient system that is
capable of estimating grain quality objectively and rapidly. However, the most useful measure to realize such a system
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is to use machine vision based inspection (Luo, Jayas, et. al., 1999; Maheshwari, 2013; Majumdar, et. al., 2000;
Mallat, 1989; S. Majumdar, et.al., 2000a; Shibata, et. al., 1996). Many works reported successful application of
machine vision in agriculture (Luo et al., 1999; Maheshwari, 2013; Majumdar & Jayas, 2000b, 2000a; Mallat, 1989;
S. Majumdar & D. S. Jayas, 2000; Shibata, et al., 1996). These works are documented largely in the area of either
agriculture product classification (Abdellaoui, et. al., 2006; Choudhary, et. al., 2008; J. Paliwal, et. al., 1999; Paliwal,
et. al., 2003) and/or variety identification (Barker, et. al., 1992; Neuman, et. al., 1989; Sapirsteinr, et. al., 1994).
However, impurity detection in wheat in particular is rarely attempted (Luo et al., 1999; Paliwal et al., 2003).
However, all these works in respect of reported the use either morphological or textural or color (Majumdar & Jayas,
2000b, 2000a; S. Majumdar & D. S. Jayas, 2000) features or their combination (Abdellaoui et al., 2006; Majumdar
et. al.,2000a) for product classification as well as variety identification. In most of these studies, statistical
identification techniques are for classification of different varieties of cereal grains using morphological attributes
(Majumdar, et. al., 2000, 2000a; 2000b).In other studies (Majumdar & Jayas, 2000b; S. Majumdar & D. S. Jayas,
2000) use of color attributes has also been reported for recognition of grain types. Similarly, combination of
morphological and color attributes was also reported in works (Abdellaoui, et al., 2006; Majumdar, et. al., 2000;
2000b; Sapirsteinr, et al., 1994). In majority of the above works, classification of cereal grains is executed by
employing intelligent classifiers, either in the form of fuzzy logic based classifier or artificial neural networks based
classifier (Chaugule & Mali, 2019) (Visen, et. al., 2002). As far as our knowledge is concerned, artificial neural
networks were used only with shape, color and textural attributes. In addition to these methods, wavelet (Barker, et.
al., 1992), Fourier (Barker, et al., 1992) and Chebychev Coefficients (Barker, et al., 1992) techniques were also used
in the work. The use of slice and aspect ratio parameters (Barker, et. al., 1992) is also documented for the
discrimination of Australian wheat varieties. However, all the above reported methods did not study the identification
of impurity in mixed sample with wheat grains. Moreover, no machine vision system is reported in the form of a
flowing pipeline with each and every component thoroughly researched including correction for uneven illumination
automatically. Thus, objective of the present study is to develop algorithm to identify wheat and non-wheat
components in mixed samples having wheat and other grains. Moreover, the present work is also concerned with
establishment of real time algorithm for quality inspection of unconnected wheat kernels using regional color
descriptors. For that purpose, here, a new classification method is proposed for estimation of impurity in mixed wheat
samples using artificial neural network. However, the major contribution of the present work includes the
development of an intelligent machine vision system for automated quality inspection of wheat using a new type of
surface color descriptor of wheat kernels.

2. MATERIALS AND METHODS

In an attempt to develop an efficient machine vision system for quality estimation of wheat kernels, everything
had been executed from the scratch in the present work. Every component was executed using an appropriate image
processing technique after thorough investigations and that is too after comparing different possible options.
Synchronization between different components of the proposed algorithm is also ensured. In this work, supervised
machine learning is executed for distinguishing grain particles and impurities. The major contribution in this work is
to segment the RGB objects in the given image having binary background. In doing so, region of interest (Bounding
Box) is also having binary background with segmented RGB object. The purpose of doing so is to get more accurate
quantification of color components as compared to traditional methods of segmentation.

2.1 Experimental Setup

Charged Coupled Device (CCD) containing industrial grade color camera with c-type lens mount is connected
through IEEE1394 cable to a software-driven image-grabber interface that is fixed in PCI slots of a desktop personal
computer for image acquisition. Industrial standard LED lights are used for attaining uniform illumination over the
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image area. Color camera is firmly mounted on a specially designed iron stand at a fixed height for its easy movement
in the horizontal and vertical directions as well as fixed angle of viewing. For the preparation of wheat kernel image
dataset, black color is chosen as the background in order to reduce the shadow effect of grains. Images were taken
having mono-color background (black). These are uniformly illuminated with sufficient lighting. MATLAB version
R-2019a having Image Acquisition, Image Processing and Neural Network Toolboxes is installed in the personal
computer for developing Graphical User Interface (GUI) of the proposed pipeline in its AppDesigner environment.

2.2 Preparation of Image Dataset

No standard image dataset of wheat kernels as well as impurity in question is available for these investigations.
In order to benchmark the results of present investigations, sample image data containing wheat and non-wheat
(impurity) components were prepared. Samples of nine verities of wheat crop, grown over different regions of North
India, were acquired from Akal Seed Farm, Mastuana Sahib, District Sangrur, Punjab, India. These varieties included
PBW-550, PBW-550 Unat, WH-1105, WH-542, PBW-725, HD-3086, HD-2329, HD-2967 and PBW-677 as
categorized by the concerned seed farm. The investigations were conducted with different types of non-wheat
components including Barley, Oat, White Chic-pea, Black Chic-pea, Corn, Chaff, Straw and Stones. In this way, 40
number of sample images, each having nearly 30 number of wheat kernels, mixed from above mentioned nine
varieties, are acquired in a single frame and stored in the hard disk of Desktop PC. While acquiring images, placement
of kernels and impurity elements in a frame was done manually to avoid touching of the same with each other. In this
way, an image set was acquired that contained total 1235 wheat kernels. Similarly, another image set was also
acquired having a mixture of seven impurities (foreign materials) as detailed above and wheat kernels. Thus, total
data set prepared for the present investigations contained 1235 wheat kernels and 193 impurity elements (foreign
materials).

2.3 Proposed Pipeline

Acquired images are preprocessed to remove noise and illumination variants. Each grain/impurity is extracted
as a separate segment through segmentation. Separate segments are tested on trained neural model to classify it as
grain or impurity. Then, accordingly, quality estimate of sample is predicted. Sample is an approximate representative
of heap. In order to model this assumption, a number of different samples were taken. Average quality estimate of
all sampled segments is predicted. Digital filter is employed to remove noise and smoothen it further. Image is further
sharpened to enhance edges of overlapping grains as well as making kernel touching borders (if any) cleared and the
same has been taken into account while computing overall purity of the given sample. Image is converted to binary
image using threshold. Binarized image obtained so has a lot of dots and overlapping particles. Morphological
opening is used to remove stray dots and open up slightly overlapping particles. Threshold based Otsu’s method of
segmentation is proposed to segment each particle in the given image. This step takes binary image as input and
provides clusters of grains as output. All the connected components in binary image are traced. Also, all the
components with pixel area less than the specified threshold are removed from the acquired image. Each remaining
component is a kernel or impurity segment. The above steps are used to extract segments from image. In this way,
complete flowing pipeline is developed as illustrated in Figure 1. The different sixteen stages of image processing
indicated in Figure 1 are executed sequentially. These seventeen modules are integrated meticulously one after the
other to achieve proper segmentation of all the required objects in the given image for further processing. However,
the ultimate aim of these integrated modules is to get binary background of the sample image with RGB object
embedded over it.
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Figure 1. Block Diagram of the Proposed Pipeline.

2.3.1 Color Components Extraction & Quantification

After segmentation of RGB objects from the image with binary background, next step is to convert RGB object
to six different color spaces. An algorithm is written in MATLAB to achieve this specific task and the same is also
integrated as one of the constituting modules of the flowing pipeline. After getting the given image properly
segmented, the next step is the extraction of color features from the segmented image. For doing so, the first step is
to get proper labeling of different objects in the image. Then, the algorithm was executed for proper counting of the
total objects in the same. The major task in the present problem is the extraction of features from wheat and non-
wheat components one by one covering the complete image. Six different color spaces (Gonzalez, et. a;., 2004) are
chosen for this purpose. Out of these, RGB color space is used extensively (Majumdar, et. al., 2000b) to represent
color attributes of cereal grains including wheat. This specific task is also executed by the above-mentioned algorithm
in the proposed pipeline. However, the present work also reports the extraction of color features from other five
important color spaces including HV, HIS, NTSC (YIQ), YCbCr and CMY (Gonzalez, et al., 2004). Out of these,
HSV color space is also used in some works on different cereal grains. However, the remaining four color spaces
have been rarely investigated. An RGB color image is a three-dimensional array of color pixels in which each color
pixel is considered as a triplet of red, green and blue components. Such a model is classified into two types including
linear RGB color space and nonlinear RGB color space. The transformation from linear to nonlinear values is defined
below:

4.5R if R<0.018
R' = 1 (D
1.099Rv¢ — 0.099 otherwise
4.5G if 6 <0.018
G = 1 @)
1.099G7v¢ — 0.099 otherwise
4.5B if G <0.018
B' = 1 3
1.099Bv¢ — 0.099 otherwise
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where yC is the gamma factor of the camera. The value of yC that is commonly used in video cameras is 1/145
(2. 22). The digital values of the image pixels acquired from the object and stored within a camera are the R’B’G’
values usually converted to the range of 0 to 255. Three bytes are then required to represent the three components,
R’, G’ and B’ of a color image pixel with one byte for each component. From nonlinear to linear conversion, the
transformation (Gonzalez, et. al., 2004) is defined below.

- IR <0018

R= (R’ +o.o99)yD . )
otherwise
1.099
¢ ..
G = ' yD (5)
G +0.099 .
( ) otherwise
1.099
B ...
B = B +0.099)"" (6)
(—) otherwise
1.099

The value of the power function, yD, is known as the gamma factor of the display device. However, normal
display devices have yD in the range of 2.2 to 2.45. In the HSV color space, H stands for hue (tint), S for saturation
(shade) and V for value (tone) and this color space is usually used to select colors for paints or inks from a color
wheel or palette. However, HSV space is closer to RGB space to the way in which humans experience and describe
color situations. Similarly, in HIS color space, H stands for hue, I for intensity and S for saturation values. In this
space, H component of each RGB pixel of the given color image is computed using following equation:

[ < 1 r— _
. { 0ifB <G where, § = { Y®-6)+ (R-B)] 1} o
360 - HlfB > G [(R—G)Z-I- (R—B)(G—B)]E

Also, saturation component of each RGB pixel is computed from the following expression:

3

S=1-
(R+G+B)

[min(R, G, B)] ®)

On similar way, intensity component is computed from the following equation:

1=§(R+G+B) )

The fourth color space, YIQs space, is used usually in television broadcasting and advantage of this space lies
in the fact that gray scale information is separated from color data in this space. Therefore, same signal is used both
for monochrome as well as color transmission. In this format, image data consists of three components including
luminance (Y), hue (I) and saturation (Q) and the same is related to RGB components by the following mathematical
expression:

Y 0.299 0.587 0.114][R
I{=10596 -0274 0.322]|G (10)
Q 0.211 —-0.523 0.31211lB
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The fifth color space, YCbCr color space, is used widely in digital video. In this format, luminance information
is represented by a single component, Y, and color information is stored as two color-difference components, Cb and
Cr. This color space is related to RGB color space by the following expression:

Y 16 65.481 128.553 24966 ][R
Ch|=1128(+(-37.797 -74.203 112.0002((G an
Cr 128 112.000 -93.786 —18.21411lB

In the last color space, that is, CMY color space, cyan, magenta and yellow are the secondary colors of light.
These are also known as secondary color of pigments. For example, when a surface coated with cyan pigment is
illuminated with white light, no red light is reflected from the surface. Here, the cyan pigment subtracts red light from
reflected white light, which itself is composed of equal amounts of red, green and blue lights. The conversion is
performed using following equation:

Cl 171 [R
Ml=[1]-|G 12)
Y1 111 1B

Four color space quantitative components like Average, Standard Deviation, Variance and Coefficient of
Variance are extracted from color channels in RGB, NTSC, YCbCr, HSV, CMY and CMYK, and HIS color spaces
(Basati et al., 2018; Mallick & Mohanty, 2020). These components are computed in each case using formulae as
documented in Table 1:

Table 1. Mathematical Expression for the Computation of Color Space Components
(Majumdar, et. al., 2000b, 2000a)

Color Space Component Mathematical Expression

Quantifier
i
A =
verage — N xi (13)
=0
Standard Deviation o= %Z?’zl(xi — )2 (14)
N
: 2 _ 1 ; 2
Variance 0% = NZ(JCL W (15)
i=1
Coefficient of Variation Cov = Standardbeviation o 4 (16)

Average
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2.3.2 Execution of Neural Classifier

One of the other major tasks in the proposed method is to develop of an Artificial Neural Network (ANN) based
classifier for recognition of foreign material in wheat kernels using their color attributes. The neural classifier
executed in the present work for classification of wheat and non-wheat components comprised of three layers. The
input layer is composed of 15 neurons, reflecting the color space components (Xr) and in the present case R is 15. In
order to train the proposed neural classifier, a set of images having predefined wheat and non-wheat components was
acquired. During training, the connection weights of the neural network were initialized with some random values.
Neural classifier performs a nonlinear functional mapping from the past observations (Xt1, Xt-2, ..., Xtp) to the future
value, X, that is,

Xe=f(Xev Xe—gp o Xop) + et 17)

where f is a function determined by the network structure and connection weights. Thus a neural network is
equivalent to a nonlinear autoregressive network. The proposed neural classifier illustrated in Figure 2 was executed
with parameters indicated in Table-2. S is number of neurons in the hidden layer and in the present case, it is 10. The
output in the present case is either 0 or 1, i.e. weather a given component is wheat or non-wheat. In order to train the
neural network, a set of training wheat and non-wheat components are acquired. The training samples in the training
set were input to the neural network classifier in random order and connection weights were adjusted using
Levenberg-Marquadt algorithm (Khehra, et. al., 2016; Singh, et. al., 2005; Sivia, et. al., 2013). This process was
repeated until the mean square error (MSE) fell below a predefined tolerance level or the maximum number of
iterations is achieved. When the network training was finished, the network was validated with test data set and
detection accuracy was computed. Table-2 indicates the design and performance parameters of the executed neural
estimator.

Table 2. Design and Performance Parameters of the Proposed Neural Estimator.

Neuron Activation Number of Neurons Achieved Performance
Training Network - - " =
Algorithm | Topology 3 a; 5 ;; ‘é a; 3 a; 5 a; § o Fg
S < 5 = g | 28| 3 2, b &
T~ o~ == mEH | O m (5
Levenberg .
Marquardt | MUY | Tongigmoid | 3.6563x10 | 2.5668x1
Feed- Linear 15 10 1 11 9 3
Back- al 0
. Forward
propagation
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Figure 2. Proposed Neural Classifier.

3. RESULTS AND DISCUSSION

Performance of the proposed pipeline in extracting RGB object with binary image background is illustrated in
Figure 3. In this segmentation, the bounding box contains the RGB object. The regions of the Bounding Box lying
outside the RGB object are having binary background. This has been done to achieve uniform surface of the bounding
box outside the region occupied by the RGB object. This has led to estimation of more accurate RGB components.
While converting the RGB object to other spaces, the same feature of uniform background will be propagated leading
to accurate estimation of other color spaces of the RGB objects. Such type of color component extraction has not
been reported earlier. In traditional methods reported till date, color image segmentation is done to segment the RGB
object for extraction of RGB components. However, this type of conventional segmentation does not have the
uniform region of the bounding box outside the region occupied by the RGB object. Hence, the quantification of
RGB components is not as accurate as is obvious from the proposed technique. Proceeding similarly, as stated above,
this module segment all the RGB objects in the given image for extraction of RGB components one by one as
illustrated in Figure 4. On examination of the results indicated in Figure 4, the performance of the segmentation
module of the proposed pipeline is found to be 100% accurate in segmenting the different RGB objects as confirmed
from automatic as well as manual counting and position placement of the objects in the given image. Exact counting
as well as correct position placement the different objects (kernels and impurity) in the given image by the proposed
algorithm confirms the performance of the individual image processing components of the integrated pipeline
effectively.
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Figure 3. Performance of the proposed pipeline in segmenting RGB object
with binary image background.
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Figure 4. Segmentation of different RGB objects in the given wheat image.

Next module of the pipeline as stated earlier, convert the RGB object with binary background to different color
spaces. A total of six color spaces are executed. From, each color space, three components are extracted quantitatively
to describe the color signature of each component in the image. In fact, such powerful quantification has not been
reported in the literature so far to describe the wheat kernel as well as seven of the impurity elements. These signatures
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describe uniquely each object in the image. In order to assess statistically, average, standard deviation, variance and
co-variance of each of the eighteen components of the wheat kernel constitute 72 component powerful features of
the same. This powerful 72-dimensional signature of the constituting object describes uniquely the finger print of the
object. From this finger, further neural classified is trained to make a distinction between wheat and non-wheat
components in the given image. Figure 5 illustrates the performance of the algorithm executed for extraction of
different color components quantitatively from Segmented RGB Wheat Kernel with Binary Background.

(1) Segmented RGB image (a) R Component (b) G Component (c) B Component

L

(2) Segmented HSV image (a) H Component (b) S Component (c) V Component

(3) Segmented HSl image (a) H Component (b) S Component (c) | Component

s
©
L

(4) Segmented YIQ image (a) Y Component (b) 1 Component (c) Q Component

(5) Segmented YCbCr image (a) Y Component (b) Cb Component (c) Cr Component

(6) Segmented CMY image (a) C Component (b) M Component (c) Y Component

@ 4

°
%

Figure 5. Different Colour Components Extracted from
Segmented RGB Wheat Kernel with Binary Background.

Table-3 indicates the quantitative estimate of the 15 regional color descriptors out of a total of 72 of the grain as
well as non-grain components chosen in the present investigations. These 15 regional color descriptors describe the
color attribute wheat and non-wheat components quantitatively in different color spaces in computer environment.
These quantitative descriptors indicate quality estimate of wheat and non-wheat component. Average, Standard
deviation, variance and coefficient of variance values of these 15 color descriptors of the wheat and non-wheat
components, indicated in Table-3, constitute the input vector of the proposed neural classifier. Regional color
descriptors of wheat and non-wheat components clearly define the feasibility of distinction between different wheat
and non-wheat components in the image for identification. However, in order to execute proposed classifier
effectively, determination of distinction possibility is required invariably. The capability of making a distinction
between wheat and non-wheat element by the proposed absolute color space component of both the classes selected
for the execution of proposed neural estimator is also illustrated in Figure 6.
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Table 3. Absolute Color Space Component of Grain and Non-grain Particles.
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Figure 6. Absolute Color Space Component of Grain and Non-grain Particles.
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The performance of the proposed machine vision system is tabulated in Table-4. The non-wheat components
investigated in the present study include barley, oat, black-chickpea, white-chickpea, chaff, straw and stone. The
neural classifier trained with Levenberg-Marquardt learning is executed in MATLAB environment using its Neural
Network Toolbox. However, the proposed neural classifier is executed after having proper training and testing phases
executed in MATLAB. For doing so, neural classifier executed in MATLAB environment itself takes 85% of image
data for training of the classifier, whereas remaining 15% data is used for testing purposes. Figure 7 shows the
Confusion Matrices obtained by using Proposed Neural Classifier. These matrices include Training Confusion
Matrix, Validation Confusion Matrix, Testing Confusion Matrix and all-confusion matrix. Results validate the
excellent performance of the proposed neural classifier. As confirmed from these confusion matrices, the object
recognition rate for impurity (foreign) elements is found to be 100%.

It is also established that, wheat kernels are detected with an accuracy of 99.2%. It is further revealed that 0.8%
percent of wheat kernels have been detected as impurity elements. On further analysis of the specific results, it is
found that 0.8% of the wheat kernels are recognized as white-chickpeas by the proposed neural classifier. This is due
to the reason that white-chick pea is having almost similar surface color as that of wheat kernels. In this way, overall
detection accuracy of the proposed machine vision system is found to be 99.2%. The attainment of such a high value
of detection accuracy confirms the effectiveness of the proposed system.

Training Confusion Matrix Validation Confusion Matrix
0 133 6 95.7% 0 27 3 90.0%
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Figure 7. Confusion Matrix obtained by using Proposed Neural Classifier.
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Table 4. Detection Accuracy of the Proposed Neural Classifier.

Estimator Confusion Matrix Detection
Accuracy
Wheat Kernels Impurity
Neural Wheat Kernels 1224 0 1224 992%
Classifier Impurity 11 193 204 '
1235 193 1428
4. CONCLUSION

The presented study was conducted to develop an integrated machine vision system in the form of a flowing
pipeline for detection of foreign materials in wheat kernels using regional color descriptors. The main objective of
the study was to determine the discriminating ability of the proposed color attributes for identification of wheat and
non-wheat components in a sample of unconnected wheat kernels as well as detection of foreign materials in the
same. A new type of surface color descriptor is also developed in this work to define wheat kernel uniquely. The
novelty of the present work is to demonstrate the use of an integrated flowing pipeline having neural classifier as an
effective decision maker trained with a reduced number of surface color attributes of wheat kernels. Total error
attained with the executed neural classifier is less than 0.8% for detection of impurity in unconnected wheat seeds.
Thus, the overall detection accuracy of the executed flowing pipeline is found to be higher than 99.2%. Moreover,
the use of black color cloth surface chosen as the image viewing platform for placing wheat and non-wheat
components ensured the reduction of grain shadow effect considerably. This study is also relevant to realize the
development of comprehensive machine vision system for automated quality inspection of wheat and other cereal
grains in future online trading using Internet of Things (IoT). The work is under further progress in this direction.
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