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ABSTRACT 

Air is one of the most fundamental constituents for the sustenance of life on earth. The meteorological, traffic 
factors, consumption of nonrenewable energy sources, and industrial parameters are steadily increasing air pollution. 
These factors affect the welfare and prosperity of life on earth; therefore, the nature of air quality in our environment 
needs to be monitored continuously. The Air Quality Index (AQI), which indicates air quality, is influenced by several 
individual factors such as the accumulation of NO2, CO, O3, PM2.5, SO2, and PM10. This research paper aims to 
predict and forecast the AQI with Machine Learning (ML) techniques, namely linear regression and time series 
analysis. Primarily, Multilinear Regression (MLR) model, supervised machine learning, is developed to predict AQI. 
NO2, Ozone(O3), PM 2.5, and SO2 sensor output collected from Central Pollution Control Board (CPCB), Chennai 
region, India, fed as input features and optimized AQI calculated from sensor's output set as a target to train the 
regression model. The obtained model parameters are validated with new and unseen sensor output. The Key 
Performance Indices (KPI) like coefficient of determination, root mean square error, and mean absolute error were 
calculated to validate the model accuracy. The K-cross-fold validation for testing data of MLR was obtained as around 
92%. Secondly, the Auto-Regressive Integrated Moving Average (ARIMA) time series model is applied to forecast 
the AQI. The obtained model parameters were validated with unseen data with a timestamp. The forecasted AQI 
value of the next 15 days lies in a 95 % confidence interval zone. The model accuracy of test data was obtained as 
more than 80%. 

 
Keywords: Air quality index; Machine learning; Prediction; Forecasting; Multi linear regression; ARIMA time 

series model. 
 

INTRODUCTION 

Air is one of the essential elements to sustain life on earth. The nature of air increases the life span of every 
species on our earth. Breathing polluted air causes harmful diseases such as coronary heart disease (CHD), Chronic 
Obstructive Pulmonary Diseases (COPD), and lung cancer, exceptionally high in youngsters and newborns. The 
long-term effect of poor air quality leads to worldwide increases in temperature and changes in climatic patterns 
(Sankar & Arulmozhivarman, 2017). Air pollution is one of the risk factors in densely populated regions in the world. 
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New ailments are being analyzed each day, and more findings are being accounted for a consistent increase in air 
pollution from industrialization and consumption of nonrenewable energy. Various surveillance stations have been 
set up worldwide to check the nature of air quality (Sankar et al., 2018). 

 
According to the World Health Organization (WHO), there are about 2.4 million deaths worldwide because of 

poor air quality compared to other causes (Ganesh et al., 2018; World Health Organization, 2016). The AQI has been 
proposed to address the measure of air quality in a region. The primary goal of an AQI is to rapidly publicize real-
time information on air quality, especially pollutants having short-term impacts. Previously, various Machine 
Learning & Artificial Intelligence (ML-AI) methodologies have been proposed for air quality forecasting. 
Individually, computational strategies like regression models and time-series analysis contribute much precision in 
the prediction of AQI. These strategies have confirmed their efficiency and robustness under several circumstances. 
 

Literature Survey  

Some of the notable works regarding AQI monitoring are done by YYang et al. who implemented a mobile AQI 
monitoring system using the Gaussian plume model based on the neural network (Yang et al., 2018). Y Yang et al. 
developed an ImgSensingNet, a vision-based aerial-ground sensing system for AQI monitoring and forecasting by 
the fusion of images taken from the Unmanned Aerial-Vehicle (UAVs) (Yang et al., 2019). Y Yang et al. presented 
an aerial-ground wireless sensor (WSN) network for monitoring of real-time PM2.5 using unmanned-aerial-vehicle 
(UAVs) in an urban city (Yang et al., 2018). Z Zheng et al. designed a 3-dimensional (3D) real-time AQI monitoring 
using the Adaptive Gaussian Plume (AGPM) model with the help of Unmanned Aerial-Vehicle (UAVs) (Yang et 
al., 2017). Z hu et al. developed real-time, fine-grained, power-efficient air quality sensing for the smart city and 
compares the ground sensing data and aerial sensing data to improve the data collected (Z Hu et al., 2019). M Khashei 
et al. presented the performance analysis and comparison of both the ARIMA model and the Artificial Neural 
Network (ANN) model for various data set like a sunspot, Canadian lynx, and dollar exchange to forecast future 
values (Mehdi Khashei et al., 2011). Neural networks are challenging to deal with because of a complex nature. Also, 
it is not suitable for real-time data change for a short period as per the literature survey (Mehdi Khashei et al., 2011). 
Ligang et al. proposed time-based competition, which facilitates the fast movement to study a multijoint 
replenishment problem (Ligang Cui et al., 2020). Jie Deng et al. presented a stochastic lead-time and demand that 
optimize ordering cost, holding cost, lost-scale cost, transportation cost, and analysis two stochastic factors on the 
total cost are performed for joint replenishment distribution problem (Ligang Cui et al., 2020). Ligang et al. presented 
a new algorithm, namely the bare-bones differential evolutionary algorithm, to reduce the uncertainty in the joint 
replenishment problem (Ligang Cui et al., 2020). Liga Cui et al. presented the best ordering strategies for stakeholders 
with RFID (Ligang Cui et al., 2020). In Thailand a unified method which combines IoT and data analytics for 
prediction of particulate matter pollution (John Joseph 2019). Hourly data of weather concentrations and PM2.5 was 
collected and predicted future values using support vector regression (John Joseph 2019). A unique weather 
monitoring system was implemented using IOT and raspberry pi which reduced the power consumption and increased 
the robustness (John Joseph, Ferdin Joe. (2019). A detailed review on IoT system in environment was provided in 
which various sub domains of IoT and research challenges are listed out (John Joseph 2019). 

 
The algorithm should be very lightweight and should show the results immediately without any delay.  The data 

dealt with is linear. Hence, multilinear regression is suitable. The other methods, like k-nearest neighbors/random 
forests, are more suited for nonlinear data.  

 
The annual exposure to PM2.5 in India during 2017 was 89.9 μg/m³, which was one of the plant's extreme 

conditions. The highest yearly PM2.5 in India in 2017 was in Delhi-209.0 μg/m³. In India's entire populace during 
2017, 42.6% of occupants were exposed to PM2.5 with a concentration level of more than 80 μg/m³. The extent of 
the people utilizing fuels in India is one factor for an increase in air pollution during 2017. It was reported as 55.5% 
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in Jharkhand, Bihar, and 76.7-81.5% in Odisha. Ozone's annual exposure (O3) during 2017 in India was 60.1 parts 
per billion (ppb). In India, during 2017, there were 12 lakh deaths due to air pollution. Out of total mortality, 12.5% 
are due to air pollution. This extent was greater in Jharkhand, Chhattisgarh, and Bihar than in other states. The deaths 
due to air pollution in India during 2017 were 3.1 times more when compared to the previous year (the impact of air 
pollution on deaths, 2017). 

 
This research paper is prepared and presented as follows: Section 2 includes the structure and calculation of 

AQI. Section 3 addresses the data preparation and preprocessing data approaches for air pollution monitoring and 
forecasting. The machine learning techniques, such as MLR and ARIMA, and their performance indices are presented 
in Section 4. The results and discussion are shown in Section 5 to validate the effectiveness of the present research 
work. Finally, Section 6 gathers the conclusion of the work. 

 

AIR QUALITY INDEX (AQI) 

AQI can be well defined as a strategic methodology that convert search parameter's weighted values (for 
instance, pollutant concentrations) relating to air pollution into a single value or set of values. It can be noted that 
actual concentrations cannot be accepted as an index if they are observed and reported in μg/m3 or ppm (parts per 
million) along with standards (CPCB, 2014). 
 

Structure of an Index 

In the formulation of AQI, there are two primary steps:  
Forming subindices for each pollutant 
Accumulation of subindices to get the AQI. 
 
Subindices (I1, I2...., In) for n pollutant variables (X1, X2...., Xn) are formed using subindex functions that are 

dependent on air quality standards.  The mathematical representation is given in equation (1) 
 

𝐼𝐼! = 𝑓𝑓(𝑋𝑋!),					𝑖𝑖 = 1,2, ……𝑛𝑛           (1) 

Moreover, the subindex signifies the strong relationship between pollutant concentrations and health effects. 
This functional relationship between pollutant variables (Xi) and subindex (Ii) value is gingerly well-explained in 
subsection 2.2 of this paper. The subindices Ii are then aggregated using the function (𝐹𝐹)  in equation (2) to get the 
overall Index (I), and it is termed as AQI. 

 
𝐼𝐼 = 𝐹𝐹(𝐼𝐼", 𝐼𝐼# …… 𝐼𝐼$)            (2) 

 
Calculation of Subindices 

The subindex function signifies the strong relationship between pollutant variable Xi and corresponding 
subindex Ii. It is an attempt to show the relationship between environmental consequences as the concentration of 
specific pollutants. Also, it can be linear, nonlinear, or segmented linear. Equation (3) represents the relationship 
between pollutant concentration Xi and corresponding subindex Ii. 

 
𝐼𝐼 = 𝛼𝛼𝛼𝛼 + 𝛽𝛽             (3) 

where α =slope of the equation (3) of a line,  
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           β = y-intercept value when X is zero. 
 
The equation for subindex (Ii) for a particular pollutant concentration (Cp) depends on the linear segmented 

principle, and it is defined using equation (4) 
 

𝐼𝐼! = 23 %!"&%#$
'!"&'#$

4 ∗ 𝐶𝐶( − 𝐵𝐵)*9 + 𝐼𝐼)*           (4) 

 
where 
 
BHI= Breakpoint concentration greater or equal to a given concentration 
BLO= Breakpoint concentration smaller or equal to a given concentration 
IHI =AQI value corresponding to BHI 
ILO = AQI value corresponding to BLO 
Ii = Subindex of the pollutant 
Cp = Pollutant concentration 

 

Aggregation of Subindices 

Once the subindices are formed, they are combined using equation (5), the maximum value of all subindices 
(CPCB, 2014).  

 
𝑰𝑰 =Aggregated Index= 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝐼𝐼", 𝐼𝐼#, 𝐼𝐼+, 𝐼𝐼,, …… . 𝐼𝐼-)        (5) 

where 
𝐼𝐼-= Subindices for n pollutants, 
n = Number of pollutant variables 
 
The recommended measures of AQI in India are provided by the Central Pollution Control Board (CPCB) 

(CPCB, 2014) and are given in Table 1. 
 

Table 1. AQI Standards by CPCB, India. 

 

Range Air Quality Index (AQI) Associated Health Impacts 

0-50 Good Minimal Impact 

51-100 Satisfactory May cause minor breathing discomfort to sensitive people 

101-200 Moderately Polluted May cause breathing discomfort to children and Older adults 

201-300 Poor May cause breathing discomfort to people 

301-400 Very poor May cause respiratory illness to the people 

401-500 Severe May cause respiratory impact even on healthy people, and 
severe health impacts on people 
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MATERIALS 

Data Preparation  

In this research, air pollution monitoring and forecasting are carried using data obtained from Chennai, India. 
Chennai is one of the most important cultural, economic, and educational centers in South India. It is one of the most 
crowded cities in India, with a populace of around 10 million. The primary air pollutants in and around Chennai 
include NO2, CO, O3, PM2.5, PM10, and SO2. The air pollutants used in the present investigation are shown in Table 
2. The plot for air pollutants is shown in Figure 1. The data was collected from the CPCB website from September 
2018 to April 2020 (http://www.cpcb.nic.in/). 

 
Table 2. Statistical measure of Chennai data samples. 

 

Air Pollutant Units Range Mean Standard 
Deviation Variance 

CO mg/m3 0-2 39.48 16.87 284.56 

NO2 μg/m3 0-80 21.07 9.20 84.64 

Ozone(O3) μg/m3 0-180 23.84 12.42 154.25 

PM2.5 μg/m3 0-60 70.10 52.12 2716.49 

SO2 μg/m3 0-80 9.26 8.05 64.80 

 

 

Figure 1. Air Pollutants Graph. 
The data set contains 607 values that are partitioned into 486 (80%) values for training and 122 (20%) values 

for testing of prescient models. The proposed approach uses the Multilinear Regression (MLR) model to check the 
linearity between air pollutants and the optimized AQI. The prediction of AQI is made with the help of the MLR 
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model. The time series analysis-ARIMA model is used for forecasting the AQI. Each model's performance is assessed 
using the error-index such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and cross-validation 
test. 
 

Data Preprocessing 

Each air pollutant has its own units and subindices, according to CPCB (CPCB, 2014), India. The data that is 
obtained from different ground stations should be preprocessed. Hence, the raw data was filtered before applying 
machine learning techniques (ML) for the prediction. The air pollutant data collected from CPCB and their standard 
ranges are given in Table 2. The individual air pollutants converted to corresponding AQI with the help of guidelines 
provided by the CPCB website. The data set contains 607 air pollutant values considering one reading per day. 8 % 
of the data set having a NAN value. The statistical measure of Mean value imputes the missing values in the data set. 
The modified data set is then used for both the MLR model (prediction) and the ARIMA model (forecasting). The 
block diagram for data processing and optimal AQI calculation is shown in Figure 2. 

 

 
Figure 2. Block Diagram AQI calculations. 

 

METHODOLOGY 

Multilinear Regression 

MLR is a supervised learning model that attempts to establish the relationship between two or more 
explanatory variables and a response variable by fitting a linear equation of the data. The MLR block diagram is 
shown in Figure 3. It is an extension to an ordinary least square regression that involves over one explanatory variable. 
The regression line for𝑝𝑝explanatory variable x1, x2……. xp is defined as µ. This regression line mentions the mean 
response of µy, which is going to change with explanatory variables. The observed values of y differed about their 
means µy and were assumed to have the standard deviation σ (Juile et al., 2004). The formula for MLR is given in 
eq. (6)  

 
𝑦𝑦! = 𝛼𝛼. + 𝛼𝛼"𝑥𝑥!" + 𝛼𝛼#𝑥𝑥!# + ⋯+ 𝛼𝛼/𝑥𝑥!/ + 𝜀𝜀          (6) 

 where 
 
 i=nth reading 
 xi= explanatory variable 
 yi=dependent variable 
 𝛼𝛼.=y-intercept 
 𝛼𝛼/=slope value of each explanatory variable 
 𝜀𝜀= error term 
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Figure 3. Block Diagram of Multilinear Regression. 

 

Time-Series Analysis 

Time-series Analysis is data points indeed in a timely order. It is a sequence taken at successive intervals in 
time. It is a method of forecasting to predict the future based on previous data. ARIMA is defined as Auto Regressive 
Integrating Moving Average. ARIMA model combines three different models: the Auto-Regressive model, 
integrated model, and moving average model. ARIMA model can be applied to data, which is of nonstationary type. 
Nonstationary information is the data that does not have continuous successive intervals in the series (Wang et al., 
2015; S Gocheva-Ilieva et al., 2019). 

 
ARIMA model are generally denoted with 𝑝𝑝,	𝑑𝑑,𝑞𝑞 which are nonnegative integers 
 
Where 
 
𝑝𝑝is the number of time lags in the Auto-Regressive (AR)Model 
𝑑𝑑is the degree of differencing(I) Model 
𝑞𝑞is the order of the Moving Average (MA) Model 
 
Data transformation has been performed in the ARIMA model during data identification to make the 

nonstationary data to stationary data. A stationary is a necessary condition for ARIMA Model. The stationary of the 
data is characterized by mean, standard deviation, and autocorrelation structure. If the data present any trend, then 
applying the differencing and power transformation trend will be removed. Once the ARIMA model is identified, 
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2019). The block diagram for the time-series Analysis-ARIMA model is shown in Figure 4. 
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Figure 4. Block Diagram of ARIMA Model. 
 

Performance Indices 

The statistical criteria such as R-squared, RMSE, and MAE are used (M Swamynathan, 2017) to evaluate each 
developed model's performance measure. 

 
R-Squared for Goodness of Fit  

The R-squared metric is the most popular practice of evaluating how well the model fits the data. It is a value 
between 0 and 1; the value toward 1 indicates a better model fit. It is calculated using eq. (7). 

 
𝑅𝑅# = ∑(2%3&2̅)&

∑(2'&2̅)&
           (7) 

where 
 
𝑥𝑥 = dependent variable 
𝑥𝑥H = predicted variable 
𝑥̅𝑥 = mean of the dependent variable 
𝑥𝑥! = ith value of the dependent variable column 
𝑥𝑥6J  = ith value of predicted dependent variable column 
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4.3.2 Root Mean Squared Error (RMSE)  

RMSE is the square root of the mean of the squared errors. RMSE indicates how close the predicted values are 
to the actual values. Hence, the lower RMSE value signifies that the model performance is good. RMSE is calculated 
using eq. (8). 

 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = M"

-
∑ (𝑥𝑥! − 𝑥𝑥6J)#-
!7"            (8) 

 
Mean Absolute Error (MAE) 

MAE is the mean or average of the absolute value of the errors, the Predicted – Actual. It is calculated using eq. 
(9). 

 
𝑀𝑀𝑀𝑀𝑀𝑀 = "

-
∑!7"- |𝑥𝑥! − 𝑥𝑥6J |            (9) 

 
k-Fold Cross-Validation Method 

K-fold Cross Validation Method is a resampling method to test the ML models using limited data samples. 
Single parameter 'k' is referred to as the number of the group splits for the data sample, such as k=10, which means 
splitting the data into 10-fold cross-validation to evaluate the ML model. The results are much more accurate and 
less biased.  

 

RESULTS AND DISCUSSION 

Multilinear Regression 

MLR is used to predict the AQI. However, before that, a correlation is obtained between the air pollutants 
mentioned in Table2. The correlation coefficients of air pollutants are shown in Table 3. From correlation coefficients, 
this inferred that they are no strong correlation between any two air pollutants. With the help of Training data, the 
MLR model is trained using python. The coefficients of the MLR equation are given in Table 4. The equation for 
MLR is given in equation (10). 

 
𝑥𝑥! = −0.5570 + 0.3647𝑦𝑦!" − 0.1792𝑦𝑦!# + 0.0092𝑦𝑦!+ + 0.9138𝑦𝑦!, + 0.1199𝑦𝑦!8    (10) 

Table 3. Correlation coefficients of air pollutants. 
 

 CO NO2 O3 PM2.5 SO2 

CO 1.0000 0.09249 0.1186 0.1232 0.2073 

NO2 0.0924 1.0000 0.1495 0.2831 0.2980 

O3 0.1186 0.1495 1.0000 0.1887 0.0660 

PM2.5 0.1232 0.2831 0.1887 1.000 0.2350 

SO2 0.2073 0.2980 0.0660 0.2350 1.0000 

 

Figure 4. Block Diagram of ARIMA Model. 
 

Performance Indices 

The statistical criteria such as R-squared, RMSE, and MAE are used (M Swamynathan, 2017) to evaluate each 
developed model's performance measure. 

 
R-Squared for Goodness of Fit  

The R-squared metric is the most popular practice of evaluating how well the model fits the data. It is a value 
between 0 and 1; the value toward 1 indicates a better model fit. It is calculated using eq. (7). 

 
𝑅𝑅# = ∑(2%3&2̅)&

∑(2'&2̅)&
           (7) 

where 
 
𝑥𝑥 = dependent variable 
𝑥𝑥H = predicted variable 
𝑥̅𝑥 = mean of the dependent variable 
𝑥𝑥! = ith value of the dependent variable column 
𝑥𝑥6J  = ith value of predicted dependent variable column 
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Table 4. Coefficients of MLR equation. 
 

Model Parameters Values 

y-intercept (𝛂𝛂𝛂𝛂) -0.5570 

𝛂𝛂𝟏𝟏 0.3647 

𝛂𝛂𝟐𝟐 -0.1792 

𝛂𝛂𝟑𝟑 0.0092 

𝛂𝛂𝟒𝟒 0.9138 

𝛂𝛂5 0.1199 

 
The prediction of AQI using training data is shown in Figure 5. The MLR was tested using unseen test data 

using the obtained model parameters of the MLR. 
 

 
Figure 5. Prediction of AQI using training data. 

 
Figure 5 shows the graph for the prediction of AQI using the training data. The training data consist of 80% 

(486 samples) of the aggregate data, and the data sample is taken randomly for training the MLR algorithm. From 
the above Figure 5, it was inferred that the MLR algorithm is very accurate for predicting AQI. The unseen data is 
used for validating the obtained model parameters of the same algorithm. The validation results for the AQI prediction 
are shown in Figure 6. 
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Figure 6. Prediction of AQI using Test data. 
 
From Figure 6, it was inferred that the MLR algorithm has more accuracy for the prediction of AQI. The test 

data set consists of 20% (122 data samples) of the whole data set. The test data is given separately to the algorithm, 
and these data are not used for training the algorithm to test the accuracy of the MLR algorithm. The calculated 
quantitative performance indices are given in Table 5 and Table 6. 

 
Table 5. Error variance for Each Fold in K-fold Cross-Validation. 
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5-Fold 0.000161 0.003448 

6-Fold 0.000094 0.009386 

7-Fold 0.000232 0.001509 

8-Fold 0.000695 0.003720 

9-Fold 0.000136 0.015213 

10-Fold 0.000887 0.003795 
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Table 6. Performance indices of Multilinear Regression model. 
 

 

 

 

 

 

 

 

Time-Series Analysis 

 Time-series analysis-ARIMA is used to forecast the AQI. As discussed in section 3.2 ARIMA model is the 
combination of three different individual models known as the Auto-Regressive (AR) model denoted by 𝑝𝑝 , 
differencing (I) model indicated by 𝑑𝑑, moving average (MA) model denoted by𝑞𝑞. The coefficients AR model and 
MR model are calculated with the help of Partial Auto-Correlation Function (PACF) and Auto-Correlation Function 
(ACF). The coefficient of the Differencing model depends on the number of times the data is differentiated. 
Differentiation relies on the stationarity of the data. The dickey-fuller test is performed to find whether the given data 
is stationary or not. The results of the dickey fuller test confirmed that the dataset is nonstationary. Hence, the data is 
differentiated by two times to make it stationary, and the coefficient of the differencing model (𝑑𝑑) is calculated as 2. 
The 𝑝𝑝 and 𝑞𝑞 coefficients were obtained from PACF and ACF graphs.  Table 7 shows the obtained ARIMA model 
coefficients. 

 
Table 7. ARIMA model coefficients. 

 

Model Coefficients Values 

Auto Regressive Model (𝒑𝒑) 8 

Differencing Model (𝒅𝒅) 2 

Moving Average Model (𝒒𝒒) 1 

 
ARIMA model is constructed with the help of training data and the coefficient values given in Table 7. AQI is 

forecasted up to April 2020 using the obtained ARIMA model with a 95 %confidence interval. The 95% interval 
indicates that future AQI will present within this interval range, shown in Figure7. The obtained ARIMA model is 
validated using unseen test data to ensure the developed model's performance, represented in Figure 8. 

Performance Indices Training Data Testing Data 

K-fold cross validation 96.62 % 91.74 % 

R2 0.99 0.97 

MAE 2.7922 2.8041 

RMSE 4.5159 4.4455 
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Figure 7. Forecasting of AQI using ARIMA model using Training data. 

 

 

 

Figure 8. Validation of Forecasting of AQI using ARIMA model with test data. 
 
Figure 8 presents the comparison of the actual value and the forecasted value obtained by the ARIMA model 

with unseen test data. The obtained forecasted values present in a 95 % confidence interval zone. The quantitative 
performance evaluation indices of the ARIMA model for the test data set are calculated and presented in Table 8. 

Table 6. Performance indices of Multilinear Regression model. 
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Table 8. Quantitative Performance indices of ARIMA model. 
 

Performance Indices Test Data 

R2 0.90 

MAE 8.05404 

RMSE 9.15379 

Average Accuracy of Test Data 82% 

 

CONCLUSION 

The prediction and forecasting of AQI comprehend people and the environment from adverse health conditions 
because of poor AQI. Chennai region air pollution data is collected from September 2018 to March 2020 to assess 
and validate the developed machine learning models. In this research paper, the MLR model is used to predict the 
AQI. Firstly, the correlation between air pollutants was found, and then the MLR model was trained using the training 
data set and validated with the unseen test data. The performance indices such ask-fold cross-validation R2, MAE, 
and RMSE for both training and test data were found to be satisfactory. Secondly, the ARIMA model is formulated 
and used for the forecasting of AQI. In the first place, the ARIMA model is trained with the help of training data and 
assessed with test data. 

 
The performance indices for the ARIMA model with test data were found to be acceptable. Both linear and 

nonlinear machine learning methods were tested for AQI prediction. The dataset is linear. Hence, the linear ML 
technique provided the best fit. On the other hand, nonlinear ML techniques give a poor fit because the dataset is 
linear and not complex. Neural networks are challenging to deal with because of a complex nature. Also, it is not 
suitable for real-time data change for a short period. The algorithm should show the forecasting results quickly also 
feasible to implement with low computational cost in the hardware platform.  ARIMA model used the data set up to 
April 2020 and forecasting the future values of the next 15 days within a 95% confidence interval. Therefore, the 
proposed methodology is recommended to predict AQI and the forecasting of AQI suits for real-time implementation 
in the future. 
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