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ABSTRACT 
 
 
Customers' behaviors such as tendencies, loyalty status, satisfaction criteria show an alteration 

day by day due to the changing world. So, these behavior changes should be analyzed very well 

in every step of the decision-making process. Customer churn analysis is the determination of 

customers who tend to leave by analyzing the customer data with various methods before this 

situation occurs. This study aims to develop an Extreme Learning Machine based model for 

customer churn prediction problem and to determine the model parameters that provide the best 

performance. Grid search is used for hyperparameter tuning. Also modified accuracy 

calculation approach has been presented. The churn data set obtained from the UCI Machine 

Learning Repository has been used. Naive Bayes, k-Nearest Neighbor and Support Vector 

Machine methods are selected for performance comparison of the model. With a value of 

93.1%, the best accuracy measure has been obtained with Extreme Learning Machine. Due to 

the low number of parameters to be determined and performance evaluation measures that 

compete with other models’ results, it can be said that the Extreme Learning Machine is highly 

effective and interesting in the solution of the problem. 
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INTRODUCTION 

 

Under changing world conditions, customers' behaviors such as tendencies, loyalty status, 

satisfaction criteria show an alteration. When the market reaches the saturation point, the 

number of suitable customers is very limited and the enterprises are focusing on promoting 

existing customers rather than targeting new customers (Hung et al., 2006). Customer churn is 

defined as the customer having a break or terminating his/her transactions with the company 

he/she previously received or performing with another company providing the same 

service/product (Hung et al., 2006; Kaur et al., 2013). For effective customer churn 

management, the forecasting model needs to be created to produce more effective and accurate 

results (Tsai & Lu, 2009).  

In the literature, there are various studies using machine learning algorithms for churn 

prediction. In the study of Adwan et al. (2014) have presented Multilayer Perceptron (MLP) 

topologies-based Artificial Neural Networks (ANN) models. Al-Shboul et al. (2015) have 

developed a hybrid method based on the Fast-Fuzzy C-Means and Genetic Programming (GP) 

methods and aimed to reveal the outliers in the data set. Al-Shboul et al. (2015) have developed 

a hybrid method based on the Fast-Fuzzy C-Means and Genetic Programming (GP) methods 

and aimed to reveal the outliers in the data set. Coussement et al. (2017) have aimed to 

determine the effect of data preprocess on prediction success. Stripling et al. (2018) have 

introduced a classifier proposal based on optimizing the maximum benefit measure by using 

the Genetic Algorithm (GA). Jain et al. (2020) have proposed two prediction models based on 

Logistic Regression (LR) and Logit Boost (LB). In the study of Dias et al. (2020), for the retail 

banking customers, churn prediction up to 6 months have been taken into account and 6 

different machine learning methods have been examined. The features that provide the best 

prediction performance have been also determined. Jain et al. (2021) have created the models 

with four algorithms, namely LR, Random Forest (RF), SVM and XGBoost, and datasets from 

three different fields, namely banking, telecom and IT, have been used. Lalwani et al. (2022) 



Journal of Engg. Research Online First Article 
 

3 
 

have obtained various models by using LR, Naïve Bayes (NB), Support Vector Machine 

(SVM), RF, Decision Trees (DT). Hyperparameter tuning has been also performed. Beeharry 

& Tsokizep Fokone (2021) have proposed a two-layer flexible voting ensemble model to 

predict customer churn in telecommunications industries. The effect of whether the data set is 

balanced or not on the model success has been also examined. Nwaogu & Dimililer (2021) 

have employed SVM, MLP and Neural Networks (NN) machine learning algorithms. Some of 

other studies has been summarized in Table 1. 

Table 1. Summary of the literature studies on churn prediction 

Study Sector Classification Methods Performance 

Measures 

Coussement & De 

Bock (2013) 

Online 

Betting Site 

DT, RF, Generalized Additive Models Lift 

Sharma and 

Panigrahi (2013) 

Telecom NN Accuracy 

Kim et al. (2014) Telecom Spreading Activation Model (SPA), 

Louvain Algorithm, LR, NN 

AUC, Lift, 

Success Rate 

Hudaib et al. 

(2015) 

Telecom K-Means, Hierarchical Clustering, ANN, 

DT 

Accuracy, Churn 

Rate 

Gajowniczek et al. 

(2016) 

Telecom LR, NN, DT, SVM AUC, Lift 

Dolatabadi & 

Keynia (2017) 

Unknown DT, NB, SVM, NN Accuracy 

De Caigny et al. 

(2018) 

Multiple DT, RF, LR, Logit Leaf Model (LLM) AUC, Lift,  

Processing Time 

Ahmad et al. 

(2019) 

Telecom RF, DT, XGBoost, Gradient Boosted 

Machine 

AUC 

Srivastava & 

Eachempati (2021) 

Employee 

Churn 

Deep NN, RF, Gradient Boosting Accuracy 

Asghar et al. (2021) Telecom DT, LR, NN, NB, PSO Accuracy 

Vo et al. (2021) Financial Gaussian Naïve Bayes (NB), LR, RF, 

Extreme Gradient Boosting, 

Bidirectional Long Short-Term Memory 

AUC, Accuracy, 

Recall, F-

Measure, 

Precision 

In this study, it is aimed to determine the performance of ELM algorithm for the solution of 

customer churn analysis problem, to perform parameter tuning of ELM method with the grid 

search optimization, to propose accuracy-based performance evaluation measure with a 

different perspective. This study differs from other studies in the literature in terms of the 

hyperparameter tuning performed and the calculation of the new accuracy measure used. 

The rest of this paper is as follows in “Methodology” the data, methods, and tools has been 
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detailed, in “Results” comparative results has been presented, and “Discussion and 

Conclusion” include assessment of results and recommendations for future studies. 

METHODOLOGY 

The performance of a machine learning model changes under the influence of many factors 

such as the structure of the data, its size and the number of records related to classes, algorithms, 

performance validation methods, sampling methods, and feature selection methods. One of the 

most important factors affecting model performance is the hyperparameters used for algorithms. 

Hyperparameters are parameters of the algorithm that can be manipulated by the model 

developer. Hyperparameter tuning to achieve the best model success is an important research 

topic. In this study, it is aimed both to measure the performance of the ELM algorithm for the 

determined problem and to obtain the parameters that can maximize the performance. In this 

direction, grid search optimization has been used. Naive Bayes (NB), k-Nearest Neighbor 

(KNN), Support Vector Machines (SVM) algorithms have been used for performance 

comparison of ELM. Due to their high efficiency in detecting the complex structure in the data, 

methods such as SVM, ANN, GA are widely preferred (Alsumaiei, 2021). Therefore, within 

the scope of this study, SVM and ANN-based ELM have been preferred. Also, accuracy-based 

performance evaluation measure has been proposed. 

In this direction, firstly, the theoretical explanations of the methods used are given below and 

then, the steps followed in the study according to CRISP-DM are explained in order. 

Extreme Learning Machine 

ELM developed by Huang et al. (2004) is a method that is based on ANN but differs from NN 

with some characteristics. In order to accelerate the learning process, input weights and 

threshold values are generated randomly and analytical methods are used to calculate the output 

weights. Let (𝑥𝑖, 𝑦𝑗) be different and arbitrarily selected examples, 𝑥𝑖 = {𝑥𝑖1, 𝑥𝑖, … , 𝑥𝑖𝑛}𝑇  is 

input and 𝑦𝑖 = {𝑦𝑖1, 𝑦𝑖2, … , 𝑦𝑖𝑚}𝑇 is output, a mathematical model for ELM; 

∑ 𝛽𝑖𝑔(𝑤𝑖𝑥𝑗 + 𝑏𝑖) = 𝑦𝑗
Ñ
𝑖=1  (j=1,2,...,N) (1) 

where Ñ is the number of neurons, Ñ<N, g(x) is activation function, 𝑤𝑖 = {𝑤𝑖1, 𝑤𝑖, … , 𝑤𝑖𝑛}𝑇 is 
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weight vector associated with input and hidden neuron i, 𝛽𝑖 = {𝛽𝑖1, 𝛽𝑖, … , 𝛽𝑖𝑚}𝑇  is weight 

vector associating the hidden neuron i with output, 𝑏𝑖 is threshold value for hidden neuron i. 

Under normal conditions, the output of the prediction models and real values indicated by 

Equation (1) for the class attribute can be different. To maximize network performance, this 

difference is expected to be 0 (zero) or minimum. In the ELM, it is tried to calculate the output 

vector that minimizes the error. Moore–Penrose Pseudo inverse method is used for the solution. 

Hyperparameter Tuning and Grid Search Optimization 

Machine learning algorithms require user-defined parameter values to obtain a balance 

between accuracy and generalizability (Srivastava & Eachempati, 2021). Determining the 

optimal hyperparameters for the machine learning model is crucial for the bias-reduced 

assessment of the predictive power of the model (Schratz et al., 2019).  Hyper-parameter 

optimization is used for the selection of the appropriate parameter values of the algorithms 

and for better classification performance in this direction (Shankar et al., 2020). There is a 

need for more automated and guided methods to determine hyper parameter values. Methods 

used in this direction include Grid Search, Random Search and Bayesian Optimization 

(Elgeldawi et al., 2021).  Grid Search method has been used within the scope of the study. In 

this method, model training is performed with the combination of all the values in finite 

intervals determined for the hyperparameters. In ANN models, the number of neurons is 

performed by trial and error without a specific rule (Munir et al., 2022). All trained models 

are compared according to the performance evaluation measures.  

Application 

The study was carried out in accordance with the CRISP-DM steps. Customer churn analysis 

has been chosen as the research problem of this study.  

Data Set 

The literature review shows that customer churn analysis applications are performed mostly 

in telecom and banking sector, respectively. The telecom churn data set from UCI Machine 

Learning Repository has been preferred for reasons such as the comparability of the results 

and the ability of the analysis by different researchers. In the data set, there are 21 attribute 
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fields, one of which is a class attribute and 5000 records. “State” and “phone” attribute fields 

have been excluded from the data set because they have been thought to not affect the results 

of the analyzes. 19 attributes have been used in the analyzes, 4 are categorical and 15 are 

numerical values. The data type and the explanations of the attributes have been given in Table 

2. The churn ratio of data set is 14.14% (707 of the records are churn customers and 4293 of 

them are not churn).  

Table 2. Overview of the attributes in the data set used in this study 

Attribute Data Type Attribute Data Type 

1-account_length: Active 

duration of an account 
Numerical 

10-total_eve_minutes: 

Total usage in minutes 

during evening time 

Numerical 

2-area_code: Code of the 

customer’s area 

Categorical  

{0, 1, 2} 

11-total_eve_calls: Total 

calls during evening time 
Numerical 

3-international_plan: 

International Plan activated 

or not 

Binary  

{0, 1} 

12-total_eve_charges: 

Total charge for evening 

time 

Numerical 

4-voice_mail_plan: Voice 

Mail Plan activated or not 

Binary  

{0, 1} 

13-total_night_minutes: 

Total usage in minutes 

during night time 

Numerical 

5-number_vmail_message: 

Number of Voice Mail 

Messages 

Numerical 

14-total_night_calls: 

Total calls during night 

time 

Numerical 

6-number_csc: Number of 

Customer Service Calls made 
Numerical 

15-total_night_charge: 

Total charge for night 

time 

Numerical 

7-total_day_minutes: Total 

usage in minutes during day 

time 

Numerical 

16-total_intl_minutes: 

Total usage in minutes 

for international calls 

Numerical 

8-total_day_calls: Total calls 

during day time 
Numerical 

17-total_intl_calls: Total 

international calls 
Numerical 

9-total_day_charge: Total 

charge for day time 
Numerical 

18-total_intl_charge: 

Total charge for 

international calls 

Numerical 

  

19-Churn: Curent status 

of the customer (0:not 

churn, 1:churn) 

Binary  

{0, 1} 

The descriptive statistics of numerical attributes of the dataset has been given in Table 3. 

Table 3. Descriptive statistics of numerical attributes 

 Att.1 Att.2 Att.3 Att.4 Att.5 

Min 1.0 0.0 0.0 0.0 0.0 

1st Qu. 73.0 0.0 143.7 87.0 24.43 

Median 100.0 0.0 180.1 100.0 30.62 
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Mean 100.3 7.755 180.3 100.0 30.65 

3rd Qu. 127.0 17.0 216.2 113.0 36.75 

Max 243.0 52.0 351.5 165.0 59.76 

 Att.6 Att.7 Att.8 Att.9 Att.10 

Min 0.0 0.0 0.0 0.0 0.0 

1st Qu. 166.4 87.0 14.14 166.9 87.0 

Median 201.0 100.0 17.09 200.4 100.0 

Mean 200.6 100.2 17.05 200.4 99.92 

3rd Qu. 234.1 114.0 19.90 234.7 113.0 

Max 363.7 170.0 30.91 395 175.0 

 Att.11 Att.12 Att.13 Att.14 Att.15 

Min 0.0 0.0 0.0 0.0 0.0 

1st Qu. 7.51 8.5 3.0 2.3 1.0 

Median 9.02 10.30 4.0 2.78 1.0 

Mean 9.018 10.26 4.435 2.771 1.57 

3rd Qu. 10.56 12.0 6.0 3.24 2.0 

Max 17.77 20.0 20.0 5.4 9.0 

Att.1: account_length 

Att.2:number_vmail_messages 

Att.3: total_day_minutes 

Att.4: total_day_calls 

Att.5: total_day_charge 

Att.6: total_eve_minutes 

Att.7: total_eve_calls 

Att.8: total_eve_charge 

Att.9: total_night_minutes 

Att.10: total_night_calls 

Att.11: total_night_charge 

Att.12: total_intl_minutes 

Att.13: total_intl_calls 

Att.14: total_intl_charges 

Att.15: number_csc 

Data Preprocessing 

In this study, all values have been converted to values in the range of [0,1] by using the linear 

data transformation method as in Equation (5). 

𝑥𝑛𝑜𝑟𝑚𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
  (5) 

On the other side, some algorithms work with attributes which have only the numerical value. 

Usually, categorical attributes have been made ready for analysis with the help of dummy 

attributes. This process prevents data loss. In the “churn” data set, “area_code” attribute field 

consists of three categories (only attribute with multiple categories). Therefore, three dummy 

attribute fields have been added instead of the area attribute field. These are area_code1, 

area_code2, area_code3.  

Performance Validation Methods, Evaluation Measures, and Proposed Evaluation 

Measure 

Hold-out method has been used in order to use the data set for training and testing purposes. 

80-20% (training-test) rates was used for the Hold-out method. In order to evaluate the model 

performances, accuracy, sensitivity, specificity, precision, and F-score values have been taken 
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into consideration and churn customers’ class label has been used as the reference value. The 

confusion matrix and performance evaluation measures have been given in Table 4. 

Table 4. Confusion matrix and performance evaluation measures 

  Actual Class  

  Positive Negative Evaluation Measure 

P
re

d
ic

te
d

 

C
la

ss
 Positive 

True 

Positive 

(TP) 

False 

Positive 

(FP) 

Precision: 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Negative 

False 

Negative 

(FN) 

True 

Negative 

(TN) 

Negative Prediction 

Value: 
𝑇𝑁

𝐹𝑁+𝑇𝑁
 

 
Evaluation 

Measure 

Sensitivity: 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Specificity: 
𝑇𝑁

𝑇𝑁++𝐹𝑃
 

Accuracy: 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 

It is important in the prediction studies, such as churn analysis, that is to identify, in particular, 

churn customers, rather than identifying the classes of all samples. When calculating the 

accuracy, the number of correctly predicted classes is checked for all instances, regardless of 

class. For example, 100 of the records in a data set are churn customers, 900 of them belong 

to non-churn customers. Consider that the class predictions of 900 records are correct in this 

data set and only 10 of these accurate predictions are churn. In general, this model has %90 

accuracy rate but on the other side, true prediction rate of churn customers is only %10. For 

this reason, a modified accuracy calculation approach has been presented in this study. The 

equation of this accuracy measure is given below. 

Modified_Accuracy = MA = 
𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃
 (6) 

According to this equation, customers who have no churn status and are correctly classified 

by the model are excluded from the accuracy rate formulization. 

Parameter Tuning for The Algorithms 

The prediction models and the performance values of these models have been obtained for all 

combinations of parameter values given in Table 5.  

Table 5. Summary of the prediction models created in the study 

Algorithm Parameters Total Number 

of Models 

KNN k=3,5,7 6 
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NB - 2 

SVM Kernel fonc: radial based, polynomial and sigmoid 6 

ELM Noron number: [1,1000] integers 

Activation func:sigmoid, sin, radial basis, hard-limit, 

symmetric hard-limit, satlins, tan-sigmoid, triangular 

basis, positive linear, linear 

Treshold values=0.40, 0.50, 0.60, 0.70 

80000 

RESULTS 

R programming language and RStudio editor have been used in the coding of all models (R 

Development Core Team, 2008; RStudio Team, 2016). The following R packages have been 

used for the study: For reading and printing data set - xlsx (Dragulescu, 2014), for data 

transformation - clusterSim (Walesiak & Dudek, 2017), for hold-out performance validation 

method- caret (Kuhn, 2016), for k-Nearest Neighbor Algorithm - class (Venables & Ripley, 

2002), for Support Vector Machine - e1071 (Meyer et al., 2015), for Extreme Learning 

Machine - elmNN (Gosso, 2012). 

The values of the performance evaluation measurements are given in Table 6. 

Table 6. Performance evaluation measure values 

Alg. Parameter Acc. Sens. Spec. Prec. F Sc. MA 

KNN k=5 0.9090 0.3664 0.9908 0.8571 0.5134 0.3453 

NB - 0.8859 0.4113 0.9639 0.6517 0.5043 0.3372 

SVM KF: polynomial 0.9270 0.5191 0.9885 0.8718 0.6507 0.4823 

ELM NN:584, AF:sin, TV:0.5 0.9310 0.6489 0.9735 0.7870 0.7113 0.5519 

Acc.: Accuracy, AF: Activation function, Alg.: Algorithm, F Sc.: F-score, KF: Kernel function, MA: Modified 

Accuracy, NN: Number of neuron, Prec.: Precision, P.V.M.: Performans validation method, Sens.: Sensitivity, 

Spec.:Specificity, TV:Treshold value 

According to Table 6, the highest accuracy has been obtained with 93.10%, the highest F-

score with 71.13%, sensitivity with 64.89%, and modified accuracy with 55.19% has been 

obtained by using ELM with 584 neuron number, sinus activation function and 0.5 threshold 

value. These accuracy, F-score, and modified accuracy values are the best in all model 

performances regardless of performance validation method. 

Figure 1 shows the comparative analysis of the prediction models. 
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a. Accuracy  b. F Score 

 

c. Modified Accuracy 

Figure 1. Performance of the models for different measures (Models are ELM, KNN, NB, 

SVM respectively from left to the right for each figure) 

DISCUSSION AND CONCLUSION 

In this study, it is aimed to develop a hybrid approach based on ELM and Grid Search for 

customer churn analysis which is considered as a management science problem. The 

parameters of producing the best solution under the conditions mentioned in the methodology 

has been determined. ELM’s performance has been compared with the other various 

algorithms had an important place in the literature. 

When the results were examined, the best performance according to the accuracy, F-score, and 

modified accuracy performance evaluation measures according to the hold-out performance 

validation method has been provided by the ELM among all methods. Considering the issue 

of unbalanced class distribution and although the churn rate is low, ELM’s churn prediction 

performance is quietly well. According to sensitivity values, churns in all churn customers can 

be classified with more than 70% prediction ratio. In another respect, when the prediction 

measure is examined, it is seen that the customers who are classified as a churn are churn with 
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more than 80% ratio in reality. Therefore, if the class distribution is balanced, it can be 

observed that these rates will improve further. When compared with the performance 

indicators obtained in the studies examined in the literature, the results obtained within the 

scope of the study are at a level that can compete with different models. With the developed 

models, Accuracy values has been obtained as approximately 85% by Jain et al. (2020), values 

between 75-85% by Lalwani et al. (2022), and 88-94% values by Asghar et al. (2021). In this 

context, when the method is examined, it can be said that the ELM is quite advantageous 

considering the results obtained from different models and the less personalized intervention 

in the parameter tuning compared to other methods.  

Also modified accuracy ratio calculation approach has been presented. F score measure is a 

measure obtained from sensitivity and precision measurements and it provides a wider 

evaluation according to the accuracy value. When the results are examined, the modified 

accuracy value produces similar results with the F score measure at the point where the 

accuracy ratio and the F score measure are different. Therefore, in future studies, modified 

accuracy calculation can be considered instead of accuracy calculation. 

The study was carried out with a data set obtained from a public database. This allows the 

results obtained to be tested by other researchers and compared with the studies conducted 

with a similar data set. The analyzes can be repeated with data set balanced with various 

sampling methods. At this point, the increase in the value of F score is expected.  
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