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ABSTRACT
  Textual and other forms of data is accumulating at a very fast pace through various social, academic and economic 
activities. Keyword extraction technique plays a significant role in analyzing, integrating, interpreting this amorphous 
data and exploiting its potential. Keyword extraction assists in making better sense of these vast information and 
data resources and leverage their value.  In this article we propose and analyze keyword extraction methodology 
using Rényi entropy and Tsallis relative entropy.  The proposed methods being statistics-based methods, these are 
language and domain independent method. The proposed methodology may find applications in dynamic text 
collection, information retrieval, natural language processing etc.

      Keywords :Text mining; Keyword extraction; Rényi entropy; Tsallis relative entropy; Dynamic text 
collection.

INTRODUCTION
  Keyword extraction plays a significant role in text mining. Text mining aims at extricating high-quality 
information from the given pool of textual data. In simpler terms it is the process of identifying key or relevant terms 
from a document, that supports in representing an suitable subject of the text. Huge quantity of new data and text is 
being generated through various social, economic and academic activities, with a substantial potential economic and 
social value. It is the techniques like text and data mining that assists in exploiting this potential. Text mining aids in 
assimilating, analyzing, interpreting the unstructured pool of data and puts the inferences for the apt and prompt use. 
Organizing and maintaining this dynamic text collection is challenging, time-consuming, expensive and tedious. 
And this is where keyword extraction, especially domain independent statistical keyword extraction plays an important 
role by helping in determining the relevant documents from a large pool of available data (Rossi, Marcacini and 
Rezende, 2014).

  Keyword extraction has applications in text mining, information retrieval, web page retrieval, natural language 
processing, incremental clustering applications (Beliga, 2014; Rossi, Marcacini and Rezende, 2014) . Various 
methodologies for keyword extraction are broadly classified as: Linguistic, Machine learning and Statistical (Beliga, 
2014). Linguistic approaches are usually derived from the linguistic attributes and are based on syntactic and 
semantic structures in the text. The linguistic approach comprises of the lexical analysis, syntactic analysis, discourse 
analysis and so on (Siddiqi and Sharan, 2015). Machine Learning approaches normally consider supervised learning 
methods. In these methods a model is trained based on a set of keywords extracted from training documents, and 
then the model is tested for performance through a testing module. Based on performance evaluation a satisfactory 
model is chosen for keyword extraction from new documents.  This approach uses Naïve Bayes, Support Vector 
Machine, etc (Beliga, 2014; Jamaati and Mehri, 2018). Statistical methods require neither the training data nor the 
prior domain knowledge. Additionally, the statistical methods are language independent. In these methods the 
statistics of the words from the document forms a basis for keyword identification. The statistical methods are based 
on the following characteristics of text like term frequency (Luhn, 1958), standard deviation (Ortuno et al., 2002), 
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centrality measure, spatial distribution (Carpena et al., 2009), entropy (Herrera and Pury, 2008), word co-occurrences 
(Matsuo and Ishizuka, 2004), etc. The statistical methods are computationally more efficient than other 
methods but sometimes they may exhibit lower accuracy for some health and medical texts where the most 
substantial keywords may have low frequency. Statistical models may inadvertently not consider such words 
as keywords (Chen and Lin, 2010).

ENTROPY
  Entropy in general is a measure of uncertainty or randomness of a system. C.E. Shannon (Shannon, 1948) 
introduced the concept of entropy to information theory. Let X be a discrete random variable with possible 
values {x1,x2,…xn} and probability mass function Pd (X)={p1,p2,…,pn}, then the Shannon’s entropy (Shannon, 
1948) is given by

     SS (Pd )=-∑i
N = 1pi log pi                             (1)  

  Using the exponential mean, Rényi proposed a new generalized information measure commonly termed as 
Rényi’s information measure or Rényi’s entropy (Rényi and others, 1961):

     SR (Pd,q)=        logb∑i
N = 1pi

q                  (2)

where b is the logarithm base and q>0 is a real parameter.

Considering applications to non-extensive systems, Tsallis (Tsallis, 1988) proposed a generalized entropy given by:

     ST (Pd,q)=       (∑i
N=1pi

q - 1)                 (3)

As      1 , both Rényi’s SR (Pd,q) and Tsallis entropy SR (Pd,q) approaches Shannon’s entropy

     SS (Pd ) i.e. SR (Pd,1)=SS (Pd ).

  In information theory, The (Kullback and Leibler, 1951) relative entropy is a measure of how one probability 
distribution varies or differs from another distribution and is given by

     DKL (P||Q)=∑i
n=1pilog                  (4) 

  Tsallis relative entropy (Furuichi, Shigeru, Kenjiro Yanagi, 2004) is a generalization to relative entropy and is 
given by:

     DTsallis (P||Q)=-∑i
n=1pilnq                 (5)

where lnq (x) = (x1-q-1) ⁄ 1-q  , q≠1. As q→1, lnq (x)→ln(x) and DTsallis (P||Q)→DKL (P||Q).

  Keyword extraction using Tsallis entropy has been explored in (Jamaati and Mehri, 2018). Rényi entropy has 
been successful in exploiting multifractal systems (Jizba and Arimitsu, 2004) and systems with mixed population 
of random variable. Moreover, Rényi entropy has successful application in the complex systems (Bashkirov, 2006) 
and the fact that the maximum entropy principle results in the same form of q-exponential distribution function for 
both Tsallis (Tsallis, 1988) and Rényi entropies (Johal and Tirnakli, 2004), we aim at exploring the use of Rényi 
entropy for keyword extraction. We have also explored the keyword extraction methodology using Tsallis relative 
entropy in this manuscript. 
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METHODOLOGY
  This section aims at defining the methodology used for extrication relevant words from the given text using 
Rényi entropy and Tsallis relative entropy. The various notations used in the paper are as follows:

Table 1.  List of common notations used in methodology for extracting relevant words from a given text

  To start with, a probability distribution is obtained as pi (w)=di (w)/N. The probability distribution satisfies the 
normalization condition: ∑i

FW=1pi(W) = 1 as ∑i
FW=1di(W)=N. Rényi entropy-based word ranking measure is 

evaluated for all word types in the given text and a word ranking measure using Rényi entropy is defined as:

      R(w,q)=|log2Fw - SR (w,q)|                 (6)

  where SR (w,q)=        log2∑i
FW=1pi

q . For even distribution of the word type w in the text and 0<q≤2 and q≠1, SR 
(w,q) approaches log2Nw . It is observed that grammatical words are more homogeneously distributed in the text, and 
therefore have lower values for the word relevance ranking parameter R(w,q). In contrast, the relevant words are not 
so evenly spread and hence have greater values for parameter R(w,q). Words are sorted in descending order of 
R(w,q) value. The most relevant words appear in the upper part of the sorted list, which can be considered as the 
retrieved set or index.

  Since grammatical words are more homogeneously spread in the text, they should have lower values of relative 
entropies when evaluated with respect to a completely homogeneous distribution. The homogeneous probability 
distribution is obtained as qi (w)=      . The methodology for extracting relevant words from a given text based on 
Tsallis, Rényi entropy and Tsallis relative entropy are as shown in Figure 1 and Figure 2 respectively.

Notation

N

di (w)

pi (w)

Fw

R(w,q)

∆ST (w,q)

DTsallis (P||Q)

Description

Difference between the positions of last and first occurrences of word w

Distance between ith and (i+1)th occurrences of word w

Probability distribution is obtained by dividing di (w), the distance
between ith and (i+1)th occurrences of word w by N

Frequency of intended word w

Rényi entropy-based word ranking parameter

Tsallis entropy-based word ranking measure [(Jamaati and Mehri, 2018)]

Tsallis relative entropy

(1-q)
1

FW

1
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Figure 1. Methodology for extracting retrieved list from given text using entropy

Figure 2.  Methodology for extracting retrieved list from given text using Tsallis relative entropy
  


     
  

Evaluate  di(w)) and FW for distinct words in the text.

Obtain  the probability distribution pi(w) for distinct words

Evaluate the word raking parameter (e.g. R(w,q), ∆ST(w,q)) 

Sort the words by descending value of word ranking parameter.
Upper part of the sorted list represents the retieved relevant words

Evaluate  di(w) and Fw for distinct words in the text.

Generate the probability distribution pi(w) for distinct words.

Generate the probability distribution qi(w) for distinct
words considering homogeneous distribution.

valuate the relative entropy D
Tsallis

(p||q)

Sort the words by descending value of Tsallis relative entropy.
Upper part of the sorted list represents the retieved relevant words.
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RESULTS AND DISCUSSIONS

  Both the actual and relative performance of proposed Rényi entropy-based keyword extraction method has 
been shown. The relative performance of Rényi entropy-based word ranking parameter has been evaluated with 
respect to Tsallis entropy-based word ranking parameter [4]. The books used for evaluating the performance of 
proposed word ranking method are: The essence of Hinduism (Gandhi, 1987)(Book 1) and Global warming: the 
complete briefing (Houghton, 2009) (Book 2). Firstly, the books are obtained as text files. Post deleting the punctuations 
& numerals and converting the complete text to alphabetical lower case, space character in text is used as a separator 
to extricate consecutive terms as individual words. A set of relevant words have been extracted from the index of 
given books. The cardinality of this relevant set is 244 and 551 for Book 1 and Book 2 respectively. These sets are 
used to evaluate the actual performance of proposed word ranking metric.

  Since no stemming and lemmatization process have been applied as pre-processes, all inflectional and derivationally 
related forms of a word are considered as different words.

  Let Nrel and  Nret respectively represent the cardinality of relevant and retrieved sets and Nrel∩ret denote the 
cardinality of the relevant and retrieved sets, then recall R, precision P and f-measure F are given by:

The above measures have been calculated and analysed considering different sets as relevant and retrieved as 
mentioned in Table 2.

Table 2.  Recall (R), Precision(P) and f-measure for Book 1 and Book 2

  

R= Nrel∩ret

Nrel
P= Nrel∩ret

Nrel
F= 2RP

R+P
, ,

Relevant set

Retrieved set

Step 1

Generated using index

Extracted using
∆S_T (w,0.8)

Step 2

Generated using index

Extracted using R(w,2)

Step 3

Extracted using
∆ST (w,0.8)

Extracted using R(w,2)

Book

N_rel

N_ret

N_(rel ∩ ret)

R

P

F

1

244

244

60

0.2459

0.2459

0.2459

2

551

551

222

0.4029

0.4029

0.4029

1

244

244

60

0.2459

0.2459

0.2459

2

551

551

201

0.3648

0.3648

0.3648

1

244

244

188

0.7705

0.7705

0.7705

2

551

551

458

0.8312

0.8312

0.8312
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  Table 3 and Table 4 displays the list of top 20 words extracted from Book 1 and Book 2 respectively using 
entropy-based keyword extraction methodology. Words have been categorized as relevant based on their existence in 
the respective indexes. It is interesting to note that some words like hate, adhikara, son, dasharatha, in Book 1 are 
indicated as irrelevant in Table 3 as per their unavailability in Index, but are essentially not irrelevant and seem 
relevant to Book 1. These words being quite familiar might not have been included in the index. Likewise, few 
terms like commercial, God, cost, wec (abbreviation of World Energy Council), Cambridge are classified as irrelevant 
in Table 4, but appears pertinent in accordance with comprehensive text in Book 2. This unveils the exactitude of the 
defined keyword extraction methodology using Rényi entropy.

Table 3.  Top 20 words retrieved from Book 1 based on keyword extraction methodology using entropy

Rank

1

2

3

4

5

6

7

8

9

10
11

12

13

14

15

16

17
18

19

20

Word

prayer

congregational

gita

renunciation

mantra

ramanama

son

hinduism

dasharatha

maths

cow

vows

ashram

ishopanishad

rama

hate
sanatani

students

englishmen

adhikara

Frequency

293

27

227

31

38

94

13

228

12
12

31

15

58

14

65
24

13

36

9

9

R(w,2)

4.452

3.967

3.915

3.872

3.858

3.700

3.675

3.674

3.559
3.527

3.470

3.380

3.379

3.349

3.346

3.313

3.204

3.151

3.136

3.115

Relevance

Relevant

Relevant

Relevant

Relevant

Relevant

Relevant

Irrelevant

Relevant

Irrelevant
Relevant

Relevant

Relevant

Relevant

Relevant

Relevant
Irrelevant

Relevant

Relevant

Relevant

Irrelevant

Words

prayer

gita

ramanama

hinduism

renunciation

mantra

cow

ashram

hate
you

son

rama

congregational

dasharatha

god
maths

students

he

i

evil

∆ST (w,0.8)

4.457

3.943

3.880

3.826

3.644

3.603

3.374

3.250
3.215

3.213

3.207

3.154

3.102

3.078

3.002
2.982

2.936

2.898

2.873

2.822

Relevance

Relevant

Relevant

Relevant

Relevant

Relevant

Relevant

Relevant

Relevant
Irrelevant

Irrelevant

Irrelevant

Relevant

Relevant

Irrelevant

Relevant
Relevant

Relevant

Irrelevant

Irrelevant

Relevant

Frequency

293

227

94

228

31

38

31

58
24

425

13

65

27

12

674
12

36

589

1161

69

Bo
ok

1

Top 20 words using methodology based
on Rényi entropy

Top 20 words using methodology based
on Tsallis entropy
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Figure 3. Shows the comparison of word rankings using Rényi and Tsallis entropy-based parameter for relevant 
words from Book 1 and Book 2. 

Rank

1

2

3

4

5

6

7

8

9

10
11

12

13

14

15

16

17
18

19

20

Word

stabilization

cost

god

ice

renewable
sustainable

mitigation

commercial
cloud

j

wec
cambridge

environment

runoff

costs

savings

energy

cores

radiative

particles

Frequency

5.048

4.937

4.412

4.368

4.282

4.119

4.052

4.041

4.023

3.988

3.947

3.938

3.902

3.892

3.864

3.847

3.844

3.843

3.822

3.800

R(w,2)

84

185

24

162

105

61

68

25

56

256

33

204

111
21

89

33

666

20

86

39

Relevance

Relevant

Irrelevant

Irrelevant

Relevant

Relevant

Relevant

Relevant

Irrelevant
Relevant

Irrelevant

Irrelevant

Irrelevant

Relevant

Relevant

Irrelevant

Relevant

Relevant

Relevant

Relevant

Relevant

Words

j

cambridge

energy

stabilization

pp

cost

et

radiation

ice

cloud
god

al

renewable

carbon

press

ppm

ocean

climate

religious
forcing

∆ST (w,0.8)

4256

204

666

84

125

185

158

175

162

56

24

165
105

631

140

75

215

1162

28

100

Relevance

Irrelevant

Irrelevant

Relevant

Relevant

Irrelevant

Irrelevant

Irrelevant

Relevant

Relevant

Relevant

Irrelevant

Irrelevant

Relevant

Relevant

Irrelevant

Irrelevant

Relevant

Relevant

Irrelevant

Relevant

Frequency

5.189

4.910

4.755

4.431

4.261

4.187

4.144

4.034

4.025

3.921

3.888
3.857

3.813

3.677

3.549

3.492
3.476

3.469

3.459

3.448

Bo
ok

2

Top 20 words using methodology based
on Rényi entropy

Top 20 words using methodology based
on Rényi entropy
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  Figure 3 shows the comparisons of word ranking using Rényi and Tsallis entropy-based parameter for relevant 
words from Book 1 and Book 2. As visible in Figure 3 the ranks of relevant words are closely related. The correlation 
coefficient between word ranking using parameter based on Rényi and Tsallis entropy are 0.9850 and 0.9779 for 
Book 1 and Book 2 respectively, which indicate a strong statistical association between the two variables.

  Further, we have used the Tsallis relative entropy for extracting keywords from given text using the methodology 
based on relative entropy. Since Tsallis relative entropy is a generalization to Kullback & Leibler divergence, for 
entropic index q=1 , results correspond to Kullback & Leibler divergence. Figure 5 exhibits the Tsallis relative 
entropy values for various entropic index values ranging from 0.2 to 4.0 for top 30 words retrieved from Book 1 
using methodology based on Tsallis relative entropy for entropic index q=3. The entropic index can be chosen based 
on the non-extensivity of the system. To improve the accuracy of keyword extraction process machine learning 
approach may be employed for deciding on the value of entropic index. Figure 6 shows the variation of Tsallis 
relative entropy values for varying values of entropic index q for top 30 words retrieved from Book 1 using methodology 
based on Tsallis relative entropy for entropic index q=3. It can be observed that higher values of entropic index q 
provides more leverage to words with higher frequencies.

Figure 5.  Frequency and Tsallis relative entropy values of top 30 words extracted from Book 1 using relative 
Tsallis entropy-based methodology for entropic index q=3 
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Figure 6. Shows the variation of Tsallis relative entropy values for varying values of entropic index q for top 
30 words retrieved from Book 1 using methodology based on Tsallis relative entropy for entropic index q=3.

CONCLUSION
  The proposed Rényi entropy and Tsallis relative entropy-based methodologies are successful in extricating 
pertinent words from the text. It is interesting to note that proposed methodology was effective in even extracting the 
terms that being quite common and familiar were missing in the index or glossary but were pertinent to the text. A 
reliable performance in keyword extraction was achieved using entropic index of q=2 for Rényi entropy and q=3 for 
Tsallis relative entropy-based methodology. Better results can be obtained by using lemmatization and stemming as 
pre-processing tools. Being a statistical method, proposed keyword extraction method are domain and language 
independent and therefore may have applications in organizing dynamic text collection, incremental clustering 
applications and many related applications. Also, for improvised performance machine learning approaches can be 
employed to evaluate the value of entropic index best suitable for the text.
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